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ABSTRACT: The lack of comprehensive data on the fuel properties of newly discovered coal deposits in Nigeria has hampered the prospective utilisation for power generation. Consequently, this study is aimed at characterising the physicochemical and thermokinetic properties of Shankodi-Jangwa (SKJ) coal recently discovered in Nassarawa state, Nigeria. The results indicate that SKJ comprises 40.50% fixed carbon, 43.34% volatile matter, and 2.36% sulphur with a higher heating value (HHV) of 27.37 MJ kg–1. Based on this HHV, SKJ was classified as high-volatile B bituminous coal. Thermal analysis of SKJ under oxidative thermogravimetry (TG) at multiple heating rates revealed that SKJ is highly reactive and thermally degradable below 1000°C. Kinetic analysis using the Flynn-Wall-Ozawa model for conversions α = 0.05–0.90 revealed the activation energy to range from Ea = 113–259 kJ mol–1, with the frequency factor ranging from A = 2.9 × 1013–1.5 × 1023 min–1 and a range in R2 = 0.8536–0.9997; the average values of these ranges are Ea = 184 kJ mol–1, A = 9.2 × 1023 min–1 and R2 = 0.9420, respectively. The study highlighted fuel property data vital for modelling and designing future SKJ coal power generation.

Keywords: Combustion, thermal, kinetics, Shankodi-Jangwa, coal, Nigeria


1.          INTRODUCTION

Coal utilisation for electricity generation currently accounts for 40% of global power consumption. According to the International Energy Agency (IEA), the global annual demand for coal currently exceeds 2.6% of global energy usage and will account for 14.5% of the global energy mix by 2035. This will be evident in developing countries with large coal reserves beset by socioeconomic and energy poverty.1 Since energy is crucial to poverty alleviation, developing countries require access to cheap and sustained energy supply to spur socioeconomic growth and sustainable development.

Nigeria has one of the largest coal reserves in Africa, estimated at 2.75 billion metric tonnes and containing large unexploited deposits.2 The recent discoveries of large coal deposits in Garin Maiganga (GMG), Afuze (AFZ) and Shankodi-Jangwa (SKJ) have reignited the prospects of coal power generation in Nigeria.3,4 However, the lack of comprehensive scientific data on coal properties and other sociotechnical factors have hampered utilisation. Furthermore, current research on Nigerian coals is mainly focused on rheological,3,5 petrographic,6–8 mineralogical,9–10 geological and geochemical11–13 properties, although some research groups have investigated coal conversion14,15 and hydrocarbon potential.16,17

Consequently, there is inadequate empirical data on the physicochemical and thermokinetic properties of Nigerian coals vital for classification (ranking) and assessing their suitability for utilisation. Because the vast majority of coal-fired power plants utilise pulverised coal combustion (PCC) technologies for power generation, it is imperative to investigate the combustion kinetics of Nigerian coals. Therefore, this study is aimed at investigating the physicochemical properties of SKJ coal in addition to its thermokinetic properties under oxidative (combustion) conditions. Thermal degradation kinetics will be examined based on the Flynn-Wall-Ozawa model.

2.          EXPERIMENTAL

2.1        Materials and Methods

The coal sample was acquired from SKJ village in Nassarawa state, Nigeria. The sample was pulverised and sifted to obtain particles below 250 μm. Next, the pulverised coal was characterised by ultimate, proximate and bomb calorimetric analyses. Thermal decomposition behaviour was investigated in the Perkin Elmer TGA 4000 Thermogravimetric (TG) analyser by heating 8-10 mg of sample in an alumina crucible from 35°C–1000°C at β = 10, 20, 30°C min–1 under an ultrapure oxygen (O2) purge gas flow rate of 20 ml min–1. Subsequently, the resulting thermograms were analysed using the Pyris 6 TGA software to determine oxidative temperature profiles of SKJ. Next, the parameters of activation energy, Ea, and frequency factor, A, were deduced using the Flynn-Wall-Ozawa kinetic model for conversion α = 0.05 to 0.90.

2.2        Kinetic Model Theory

The thermal decomposition of SKJ coal under combustion (oxidative) conditions can be represented by the general equation:
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where α represents the degree of conversion, t represents time, k(T) is the rate constant dependent on temperature, T is absolute temperature, and f(α) is the function of the reaction mechanism occurring during thermal degradation of the material. Consequently, the degree of conversion, α, can be expressed as:18,19
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where mi represents the initial sample mass, mt is the sample mass at time t, and m∞ is the final sample mass at the end of the reaction. According to the Arrhenius equation, the temperature dependent rate constant, k(T), can be defined as:
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where A is the frequency factor (min–1), Ea is activation energy (kJ mol–1), R is the universal gas constant (J mol–1 K–1) and T is absolute temperature (K), respectively. Consequently, the rate of sample degradation and the effect of the rate-dependent constant on the mechanism of reaction can be obtained by substituting Equation 3 into Equation 1 as given by:
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By considering and introducing the effect of the heating rate, β, defined as:
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The thermal degradation of SKJ coal sample can be represented by the equation:

[image: art]

After separation of the variables, Equation 6 can be expressed as:

[image: art]

By integrating Equation 7, the conversion function, g(α), which describes the thermokinetic decomposition of the SKJ coal at a specific heating rate, can be expressed as:
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This is the fundamental equation for analysing the parameters of decomposition kinetics; activation energy, Ea, and the frequency factor of materials, A. By introducing the Doyle’s approximation,20 the solution to Equation 8 can be deduced, thereby presenting the basis for the isoconversional Flynn-Wall-Ozawa kinetic model given by:
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Hence, the kinetic parameters Ea and A can be deduced by plotting In (β) against (1/T). The Ea can be calculated from the slope –1.052 Ea/R (where R = 8.314 J mol–1 K–1), while A can be calculated from the intercept In [AR/Ea].


3.          RESULTS AND DISCUSSION

3.1        Physicochemical Fuel Properties

Table 1 presents the physicochemical properties of SKJ coal in dry basis (db). For comparison, the results of this study have been compared with values for SKJ coal reported by Ryemshak and Jauro.3


Table  1:      Physicochemical fuel properties of SKJ coal in wt% dry basis.



	Sample name
	Element symbol

	This study wt% dry basis (db)

	Ryemsak and Jauro wt% dry basis (db)




	Carbon
	C

	75.21

	82.51




	Hydrogen
	H

	6.60

	4,52




	Nitrogen
	N

	1.49

	1.31




	Sulphur
	S

	2.36

	1.63




	Oxygen
	O

	14.36

	10.03




	Atomic hydrogen-carbon ratio
	H/C

	0.09

	0.05




	Atomic oxygen-carbon ratio
	O/C

	0.19

	0.12




	Higher heating value (MJ kg–1)
	HHV

	27.37

	27.22




	Moisture
	M

	5.05

	1.33




	Volatiles
	VM

	43.34

	30.09




	Ash
	A

	16.15

	17.37




	Fixed carbon
	FC

	40.50

	52.26





As can be observed in Table 1, the results of SKJ do not contrast markedly from the reported values in literature. However, the observed difference in elemental composition is due to other researchers employing Seyler’s formula21 as opposed to using a more precise elemental analyser. The results also demonstrate that SKJ coal contains sufficient constituent elements for thermochemical conversion.

The fixed carbon content is used in conjunction with the calorific value when assigning a coal ranking.22 The high percentage of fixed carbon, 40.50%, may place the coal in the high volatile bituminous B rank, with high potential for coke formation. However, the high compositions of N, S, and A potentially present challenges due to the likelihood of producing NOx and SOx gaseous emissions, as well as the possibility of undergoing agglomeration during conversion. Consequently, power generation from SKJ may require clean coal technologies (CCT) integrated with carbon capture and storage (CCS).


The higher heating value (HHV) is the most important property for the classification (rank) and assessment of the potential of coals.21 The HHV for SKJ coal is 27.37 MJ kg–1, which is slightly higher than the value of 27.22 MJ kg–1 that has been reported in literature3,23 but lower than other Nigerian coals such as Lafia-Obi (30.30 MJ kg–1), Enugu (32.90 MJ kg–1) and Okaba (29.70 MJ kg–1). 24 In addition, based on HHV and VM,21 SKJ can be classified as high-volatile B bituminous agglomerating coal.

3.2        Thermogravimetric (TG) Analysis

Figure 1 presents the burning profile (oxidative thermal) of SKJ coal at different heating rates. The burning profile of coal is vital in assessing its reactivity, combustibility and suitability for combustion systems.25 The plots clearly displayed the reverse S – weight loss curves typically observed for thermally decomposing carbonaceous materials under non-isothermal conditions.26,27
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Figure 1:      TG plots for SKJ Coal at different heating rates.



The TG plots observably shifted to the right hand side (higher temperatures) due to the thermal-time lag which occurs during TGA at different heating rates. Consequently, the heat transfer and reaction time is limited at higher heating rates, causing the shift in TG curve and temperature profiles.28 Hence, the results demonstrate that the change in heating rate influenced the weight loss of SKJ during oxidative conditions.


The DTG plots for SKJ combustion in Figure 2 revealed the typical endothermic peaks for the derivative weight loss of decomposing materials during TGA.26,27
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Figure 2:      DTG plots for SKJ coal at different heating rates.



Similarly, the effect of heating rate was also observed in the DTG plots for SKJ coal. This indicates that the varying heating rate resulted in an increase in the size and orientation of the DTG plots, which highlights the influence of temperature on SKJ coal degradation. Furthermore, the plots also revealed two endothermic peaks for the degradation of SKJ at 10 and 20°C min–1 as was also reported for other Nigerian coals.25 However, the DTG plot at 30°C min–1 indicated two major peaks and one minor peak, which may indicate a higher rate of reactivity of SKJ.

The weight loss peaks for SKJ coal from 30°C–200°C can be ascribed to drying (loss of moisture and mineral hydrates) during thermal degradation.29 The weight loss observed during the drying of SKJ coal ranged from 5.95%–6.65%, which is in good agreement with the determined moisture content (5.05%) for SKJ coal presented in Table 1. Moisture can significantly influence coal classification, processing and thermal efficiency during conversion.21

The weight loss observed for SKJ from 200°C–600°C can be attributed to the devolatilisation of organic matter. The weight loss observed during this stage ranged from 85.95%–86.34%, which suggests that weight loss may not be due only to devolatilisation (as the loss of volatile matter, VM, was only 43.34%) but also to the presence of other components in the coal composition.


The combustibility of SKJ was evaluated from the peak decomposition temperature, Tmax, of the DTG plots. The Tmax is the temperature at which maximum weight loss occurs and denotes the ease of ignition, reactivity and coal rank; a lower Tmax indicates a higher rank and thus greater ease of burning or coal degradation.25,29,30 The Tmax for SKJ ranged from 387°C–400°C from 10°C–30°C min–1, which is similar to values of 384–451°C reported for Indonesian coals.31 However, Sonibare and co-workers reported Tmax values of 445°C–500°C for lignite and sub-bituminous Nigerian coals,25 which confirms the higher bituminous rank of SKJ.

3.3        Combustion Kinetic Analysis

The FWO model was used to determine the activation energy, Ea, and frequency factor, A, of SKJ coal combustion. The Ea and A were obtained from the slope and intercept of the plot of In (β) against (1/T) at multiple heating rates. Figure 3 presents the kinetic plots for SKJ combustion for conversions α = 0.05–0.90.
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Figure 3:      Kinetic plots for SKJ coal combustion.



The values for Ea and A for SKJ coal conversion are presented in Table 2. The Ea values ranged from 113.13–259.12 kJ mol–1, while A ranged from 2.89 × 1013 to 1.49 × 1023 min–1 with correlation values of R2 = 0.8536–0.9997.


Table  2:      Kinetic parameters for SKJ coal combustion using FWO method.
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The average Ea, A and R2 values were 184.01 kJ mol–1, 9.19 × 1023 min–1 and 0.9420, respectively. These Ea and A values are significantly higher than those reported for the combustion of other Nigerian coals.25 Sonibare and co-workers reported Ea values in the range of 68-90 kJ mol–1 and A values between 1.1 × 101−6.7 × 102 min−1 for lignite and sub-bituminous coals.25 Evidently, this difference is due to the coal rank and reactivity, which differs when compared to the bituminous SKJ coal examined in this study.

4.          CONCLUSION

The study presented the physicochemical and thermokinetic decomposition properties of the newly discovered Shankodi-Jangwa (SKJ) coal. The results indicate that SKJ contains high contents of fixed carbon, volatile matter and sulphur. Based on its heating value and volatile matter, SKJ was classified as high-volatile B bituminous agglomerating coal. Thermal analysis revealed the high reactivity, combustibility and thermally degradability of SKJ below 1000°C. The average decomposition was 94.05% for multi-heating rate combustion from 35°C-1000°C. The activation energy, Ea and frequency factor, A, were determined using FWO model kinetics. The average values of Ea, A and R2 were 184.01 kJ mol–1, 9.19 × 1023 min−1 and 0.9420, respectively. The results presented will be vital in the modelling and design of future combustion systems for SKJ coal.

5.          ACKNOWLEDGMENT

The authors acknowledge the financial support of Universiti Teknologi Malaysia (UTM), VOT No. 07H12 and material support from National Centre for Petroleum Research and Development (NCPRD), Bauchi, Nigeria. The kind assistance of Dr Y. A. Dodo, Dr S. L. Wong, Arc A. S. El-Nafaty, and Pn. Zainab are gratefully acknowledged.

6.          REFERENCES

1.       IEA-OECD. (2013). World energy outlook. OECD working paper, London, 12 November.

2.       Yandoka, B. M. S. et al. (2015). Geochemistry of the Cretaceous coals from Lamja Formation, Yola Sub-basin, Northern Benue Trough, NE Nigeria: Implications for paleoenvironment, paleoclimate and tectonic setting. J. Afr. Earth Sci., 104, 56–70, http://dx.doi.org/10.1016/j.jafrearsci.2015.01.002.

3.       Ryemshak, S. A. & Jauro, A. (2013). Proximate analysis, rheological properties and technological applications of some Nigerian coals. Int. J. Ind. Chem., 4(1), 1–7.

4.       Equatorial Mining & Exploration. 2015. Projects and operations: Afuze coalfields. Retrieved 1 June 2015 from http://www.equatorialmining.com/projects-operations/afuze-coalfields.

5.       Onwu, D., Inyiama, F. & Ejikeme, P. (2007). Rheology of Coal-water fuel from Enugu coal. J. Eng. Appl. Sci., 3, 1–7.

6.       Wuyep, E. O. & Obaje. N. G. (2012). Petrographic evaluation of the ranks and technological applications of some coal deposits in the Anambra Basin and Middle Benue Trough of Nigeria J. Earth Sci. Eng., 2(4), 220–234.

7.       Bassey, C. & Eminue, O. (2012). Petrographic and stratigraphic analyses of Palaeogene Ogwashi-Asaba formation, Anambra Basin, Nigeria Nafta, 63(7–8), 247–254.


8.       Odeh, A. O. (2015). Exploring the potential of petrographics in understanding coal pyrolysis. Energy, 87, 555–565.

9.       Olajire, A. et al. (2007). Occurrence and distribution of metals and porphyrins in Nigerian coal minerals. J. Fuel Chem. Technol., 35(6), 641–647.

10.     Ogala, J., Siavalas, G. & Christanis, K. (2012). Coal petrography, mineralogy and geochemistry of lignite samples from the Ogwashi-Asaba Formation, Nigeria. J. Afr. Earth Sci., 66, 35–45, http://dx.doi.org/10.1016/j.jafrearsci.2012.03.003.

11.     Jauro, A. et al. (2007). Organic geochemistry of Cretaceous Lamza and Chikila coals, upper Benue trough, Nigeria. Fuel, 86(4), 520–532, http://dx.doi.org/10.1016/j.fuel.2006.07.031.

12.     Ogala, J. E. (2012). The geochemistry of lignite from the neogene ogwashi-asaba formation, niger delta basin, southern nigeria. Earth Sci. Res. J., 16(2), 151–164.

13.     Adegoke, A. K., Abdullah, W. H. & Hakimi, M. H. (2015). Geochemical and petrographic characterisation of organic matter from the Upper Cretaceous Fika shale succession in the Chad (Bornu) Basin, northeastern Nigeria: Origin and hydrocarbon generation potential. Mar. Pet. Geol., 61, 95–110, http://dx.doi.org/10.1016/j.marpetgeo.2014.12.008.

14.     Popoola, O. T. & Asere, A. A. (2013). Emission and combustion characteristics of Lafia-Obi Coal in fluidized bed combustor. Adv. Mater. Res., 824, 318–326, http://dx.doi.org/10.4028/www.scientific.net/AMR.824.318.

15.     Amoo, L. M. (2015). Computational fluid dynamics simulation of Lafia–Obi bituminous coal in a fluidized-bed chamber for air- and oxy-fuel combustion technologies. Fuel, 140, 178–191, http://dx.doi.org/10.1016/j.fuel.2014.09.076.

16.     Jauro, A. et al. (2014). Hydrocarbon generating potentials of Benue Trough Coals. In Bhowon, M. G. et al (Eds), Chemistry: The key to our sustainable future, 75–91. Dordrecht: Springer.

17.     Adedosu, T. et al. (2010). Hydrocarbon-generative potential of coal and interbedded shale of Mamu formation, Benue Trough, Nigeria. Pet. Sci. Technol., 28(4), 412–427, http://dx.doi.org/10.1080/10916460902725306.

18.     Xiao, H.-m., Ma, X.-q. & Lai, Z.-y. (2009). Isoconversional kinetic analysis of co-combustion of sewage sludge with straw and coal. Appl. Energy, 86(9), 1741–1745, http://dx.doi.org/10.1016/j.apenergy.2008.11.016.

19.     Chen, C., Ma, X. & He, Y. (2012). Co-pyrolysis characteristics of microalgae Chlorella vulgaris and coal through TGA. Biores. Technol., 117, 264–273, http://dx.doi.org/10.1016/j.biortech.2012.04.077.


20.     Doyle, C. D. (1965). Series approximations to the equation of thermogravimetric data. Nature, 207(4994), 290–291, http://dx.doi.org/10.1038/207290a0.

21.     Speight, J. G. (2012). The chemistry and technology of coal. Florida: CRC Press, http://dx.doi.org/10.1002/aic.690310627.

22.     Schweinfurth, S. P. (2009). An introduction to coal quality. In Pierce, B. S. and Dennen, K. O. (Eds). The national coal resource assessment overview. U.S. Geological Survey Professional Paper 1625-F, Virginia, USA.

23.     Nyakuma, B. B. (2015). Physicochemical characterization of low rank Nigerian coals. Student paper, Universiti Teknologi Malaysia.

24.     Ohimain, E. I. (2014). Can Nigeria generate 30% of her electricity from coal by 2015? Int. J. Energy Power Eng., 3(1), 28–37, http://dx.doi.org/10.11648/j.ijepe.20140301.15.

25.     Sonibare, O. et al. (2005). An investigation into the thermal decomposition of Nigerian coal. J. Appl. Sci., 5(1), 104–107, http://dx.doi.org/10.3923/jas.2005.104.107.

26.     Nyakuma, B. B. et al. (2015). Non-isothermal kinetic analysis of oil palm empty fruit bunch pellets by thermogravimetric analysis. Chem. Eng. Trans., 45, 1327–1332, http://dx.doi.org/10.3303/CET1545222.

27.     Nyakuma, B. B. (2015). Thermogravimetric and kinetic analysis of melon (Citrullus colocynthis L.) seed husk using the distributed activation energy model. Environ. Climate Technol., 15(1), 77–89, http://dx.doi.org/10.1515/rtuect-2015-0007.

28.     Slopiecka, K., Bartocci, P. & Fantozzi, F. (2012). Thermogravimetric analysis and kinetic study of poplar wood pyrolysis. Appl. Energy, 97, 491–497, http://dx.doi.org/10.1016/j.apenergy.2011.12.056.

29.     Sarwar, A., Khan, M. N. & Azhar, K. F. (2014). The physicochemical characterization of a newly explored Thar coal resource. Energy Sources A, 36(5), 525–536, http://dx.doi.org/10.1080/15567036.2010.542447.

30.     Goswami, D. Y. 2004. The CRC handbook of mechanical engineering. Florida: CRC Press.

31.     Umar, D. F., Usui, H. & Daulay, B. (2006). Change of combustion characteristics of Indonesian low rank coal due to upgraded brown coal process. Fuel Process. Technol., 87(11), 1007–1011.





Influence of KMnO4 Substitution on the Structural and Transport Properties of Tl2Ba2Ca(Cu1-xRx)2Oδ+6 System

Belqees Hassan,1* Ali Alnakhlani,1 Abdulhafiz Muhammad2 and Muhammad Ali Al-Hajji3

1Faculty of Sciences, Department of Physics, Ibb University, Ibb, Yemen

2Faculty of Sciences, Department of Physics, Damascus University, Syria

3Faculty of Civil Engineering, Department of Basic Science, Damascus University, Syria

*Corresponding author: belqees.ahmad@yahoo.com

© Penerbit Universiti Sains Malaysia, 2016


Published online: 25 November 2016

To cite this article: Hassan, B. et al. (2016). Influence of KMnO4 Substitution on the Structural and Transport Properties of Tl2Ba2Ca(Cu1-xRx)2Oδ+6 System. J. Phys. Sci., 27(3), 13–24, http://dx.doi.org/10.21315/jps2016.27.3.2

To link to this article: http://dx.doi.org/10.21315/jps2016.27.3.2



ABSTRACT: The effect of partial replacement of R = KMnO4 in Tl2Ba2Ca(Cu1-xRx)2Oδ+6 (TBCCO or Tl-2212) superconductor samples with x = 0.0, 0.05 and 0.1 was investigated. The samples were prepared by standard solid-state reaction methods in a sealed quartz tube under normal pressure. The investigation consisted of X-ray diffraction (XRD) and DC electrical resistance measurements under fixed magnetic field. Transport measurements indicated that the superconducting transition temperature values of the samples depend on the amount of the added KMnO4. The values of Tc and To of the samples decreased with increasing KMnO4 content. The possible reasons for the observed degradation in the superconducting and microstructure properties of Tl-2212 due to the addition of KMnO4 were discussed.

Keywords: Partial replacement, solid state reaction, electrical resistance, transition temperature, microstructure

1.          INTRODUCTION

Since the discovery of the high-temperature ceramic superconductors, numerous studies have been carried out to characterise the properties of these materials.1–8 The optimum hole concentration in the conducting CuO2 planes is the source of the highest critical temperature in the high Tc Tl2Ba2Ca(Cu1-xRx)2Oδ+6 (Tl-2212) superconductor.


Doping with various elements was found to be useful and effective for enhancing the high-temperature superconductivity (HTS) properties.1 In an earlier work, the effect of KMnO4 doping on the properties of Tl-based superconductors was studied.10 We found the optimum amount of KMnO4 at which the properties of the Tl-based superconductor are improved. Here, we analyse the structure and study the electrical properties of the KMnO4-doped Tl-based superconductor synthesised at the optimum conditions. Characterisation of the temperature and magnetic field dependencies of HTS is of considerable importance for both theoretical and applied fields of science.

The CuO2 planes play a crucial role in the HTc TBCCO superconducting family. The effect of the substitution on the Cu sites has the much stronger effect than that on the other sites because substitutions/dopings directly affect the superconductivity owing to the changes in CuO2 plane properties. A superconductor-insulator transition (SIT) can occur owing to the impurities that increase the scattering of the carriers in the CuO2 planes and/or owing to the variations of the carrier concentration by substitutions in the material.11

The intercalation of oxygen (Oδ) in the charge reservoir layer controls the flow of carriers toward the conducting CuO2 planes, i.e., an optimum amount of Oδ would help the electrons to flow toward the conducting CuO2 planes.12

The replacement process has an important effect on two parameters. First, the replacement process increases or decreases the oxygen content in the sample. If there is a decrease in the oxygen content, we observe a tail in the R-T curve of the samples. Mezzetti et al.13 found that the Y-123 system exhibits a pronounced tail in the low temperature region of the R-T curve, likely due to the offstoichiometric oxygen content. On the other hand, when the replacement process increases the oxygen content, there is an increase in the pressure inside the quartz tube, which is the second parameter that is strongly affected by the replacement process. The increased pressure inside the quartz tube allows the formation of other phases inside the sample.

In the TBCCO system, the suppression of Tc due to the substitution/doping of other elements on Cu sites has been attributed to the Abrikosov and Gor’kov pair-breaking mechanism.14,15 Variation of the carrier concentration (particularly holes) in the CuO2 planes, unbinding of the Cooper pairs and carrier localisation induced by the structural disorder are also useful for explaining the decrease in Tc.16

In this study, we have prepared superconducting samples of Tl2Ba2Ca(Cu1-xRx)2Oδ+6, where R = KMnO4, and x = 0.5, 1.0 and 2.0 using a solid-state reaction technique. Microstructure, electrical, and magnetic properties of these samples were investigated.

2.          EXPERIMENTAL

Samples with the nominal composition of Tl2Ba2CaCu2O6+δ (TBCCO) were synthesised by the conventional single-step solid-state reaction technique. Stoichiometric amounts of highly pure Tl2O3, BaO2, CaO and CuO were mixed using an agate mortar to make fine powder that was sieved in 64 μm sieves to obtain a homogeneous mixture. The powder was pressed in the form of a disc with the diameter and thickness of 1.5 cm and 0.2 cm, respectively. Then, the samples were wrapped in a silver foil to reduce the thallium evaporation during the preparation. To protect the furnace from possible hazardous effects, a sealed quartz tube with a diameter of 1.5 cm and length of 15 cm was placed in a closed stainless steel protecting tube. Finally, the sealed tube was placed horizontally in a furnace, heated at the rate of 4°C min–1 to 820°C, and held at this temperature for 4 h, followed by cooling to room temperature at the rate of 0.5°C min–1. To obtain the optimally doped Tl-2223 superconducting material, the samples were annealed in normal atmosphere at 500°C.

The electrical resistivity of the prepared samples was measured by the conventional four-probe technique from room temperature down to the zero resistivity temperature using a closed cryogenic refrigeration system employing helium gas as the working medium.

The samples have the shape of parallel sides with the approximate dimensions of 15 × 2 × 3 mm3; the connections of the copper leads with the sample were made using a conductive silver paint, and a constant current of 2 mA provided from a Keithley 2400 current source is passed through the sample during resistance measurements in the four-probe method in order to avoid the heating of the samples.

We use a Keithley 2400 Source Meter as the DC bias source because it can be operated in either the voltage or current source mode. In all experiments, the stable magnetic field up to 12 T was applied by a Lake Shore Superconducting Magnet System and the temperature of the sample was controlled precisely within 1 mK. During the cooling process, both the Keithley Source Meter and Lakeshore temperature controller are controlled by the LabVIEW software.


3.          RESULTS AND DISCUSSION

3.1        Powder X-ray Diffraction Analyses

Figure 1 shows the X-ray diffraction scans of Tl2Ba2Ca(Cu1-xRx)2Oδ+6, superconductor samples (R = KMnO4, x = 0.0 and 0.1). The pattern peaks for x = 0, and 0.1 can be indexed using the P4/mmm space group of the Tl-2212 phase with a tetragonal unit cell, and small traces of the Tl-1212 phase and unknown peaks.
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Figure 1:      Powder XRD patterns for Tl2Ba2Ca(Cu1-xRx)2Oδ+6, superconductor samples with R = KMnO4, (x = 0.0 and 0.1).



The crystal symmetry of the sample is tetragonal and the unit cell parameters of the sample (i.e., a and c) were found to be a = 3.8355°A and c = 29.6081A°, close to the typical values of the Tl-2212 phase.16

The lattice parameters “a” and “c” as functions of KMnO4 content are listed in Table 1. Examination of the data in the table clearly shows that the changes in the lattice parameters “a” and “c” are insignificant. The calculated lattice parameters of the Tl2212 phase showed an increase of both the a- and c-lattice parameters with the KMnO4 content. It is possible that substitution of smaller Mn7+ (ionic radius 0.25 Å) for the larger CuO2+ spacer ion (ionic radius 0.73 Å) caused the increase in the “a” and c“-lattice parameters.


Table  1:      Tc onset, Tc zero, room-temperature resistance at 300K and lattice parameters of Tl2Ba2Ca(Cu1-xRx)2Oδ+6



	Samples
	Tc onset (K)

	Tc zero (K)

	Resistance at 300K(Ω)

	a=b (A°)

	c (A°)




	x = 0
	113

	97

	0.478

	3.8355

	29.6081




	x = 0.05
	108

	20

	2.896

	–

	–




	x = 0.1
	112

	58

	2.681

	3.8427

	29.6211





3.2        Electrical Resistance (DC) Measurements

The curves for the normalised resistance versus temperature of Tl2Ba2Ca(Cu1-xRx)2Oδ+6, (R = KMnO4, x = 0.0, 0.05 and 0.1) are shown in Figure 2. The x = 0.0 sample exhibits a sharp superconducting transition. In agreement with the XRD spectra, this sharp phase transition indicates that the sample is a single phase Tl-2212. The x = 0.05 sample has a second phase and reaches the zero resistance value smoothly when the temperature reaches 20K. On the other hand, the x = 0.1 sample shows a sharp transition, and its resistance reaches zero at 58K. Comparing this sample with the x = 0.05 sample shown in Figure 2, we note that the second phase and the long tail found in x = 0.05 sample have disappeared in the x = 0.1 sample. This may be related to the added KMnO4 absorbing the excessive oxygen and acting as a controller of the pressure. This means that this sample has been improved. For the 0.0 and 0.1 samples, the variation of the resistance with the temperature is found to be linear from room temperature to 125K. A linear variation of the normal-state resistance reveals that the electron-phonon scattering is the dominant mechanism down to the Tc of each sample. For the x = 0.05 KMnO4-substituted sample, a small resistance drop was obtained at 108K. This suggests that this sample consists of a mixed phase of HTc superconducting materials. Substitution of KMnO4 at the Cu site of this sample led to a change from the metallic behaviour and a decrease in the Tc and T0 values of the samples.



[image: art]

Figure 2:      Temperature dependence of normalised resistance for the samples.



Table 1 shows the values of Tc onset, Tc zero, resistivity (at 300 K), and Tl2212 lattice parameters for Tl2Ba2Ca(Cu1-xRx)2Oδ+6, (R = KMnO4, x = 0.0, 0.05 and 0.1). The room temperature resistance in these samples varies from 0.478 to 2.681 Ω. These samples showed the onset of superconductivity (Tconset) at approximately 113K, 108K and 112K and zero resistance critical temperatures {Tc(R = 0)} of approximately 97, 20 and 58K for x = 0.0, 0.05, and 0.1, respectively. Initially, Tc(R = 0) decreases with added KMnO4 and then starts to increase.

As shown in Figure 2, KMnO4-added samples showed a broad transition, indicating the presence of impurities and weak links between the superconducting grains. The increase of the transition width and appearance of double-step behaviour indicate that the KMnO4-added samples have a greater number of grain boundaries because the double-step resistive transition is an indication of weak links.17,18

It is well-known that substitutions on the Cu sites have a very strong effect on the superconducting properties. In particular, the electronic configuration of the system is destroyed by the substitution of KMnO4 for Cu2+, causing the reduction of the electronic conductivity in the CuO planes through the formation of impurity bonds. Therefore, the superconducting phase coherence is destroyed.


3.3        Effect of DC Magnetic Field Results

To investigate the effect of KMnO4 substitution on the superconducting properties of the samples, we performed DC magnetic field measurements. We only measured the effect of the DC magnetic field up to 10 T of the x = 0.0 sample because the other samples (x = 0.05, 0.1) did not show superconducting properties below 77K. The magnetoresistance versus temperature curves of the x = 0.0 and 0.1 samples under different magnetic fields are shown in Figures 3(a–b) as an example. The applied magnetic field strongly affect the superconducting transition temperature Tc.
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Figure 3:      R–T curves under different magnetic field up to 10 T for the samples with (a) x = 0.0, (b) x = 0.1




All samples show a metallic behaviour in the high temperature region followed by a superconducting transition as the temperature was lowered. The superconducting transition width (ΔTc), which is the difference between the superconducting transition temperature (Tc, onset) and the zero resistance temperature (Tzero) (ΔTc = Tc, onset – Tzero) was analysed in two different stages. The main steep part of the resistance remains almost unchanged by the application of magnetic field. In the first stage, at just below the onset of the transition temperature very close to Tc, onset, the structure can be associated with the intergrain transitions; thus, an applied field of up to 10 T does not appreciably affect the intragranular transition. This is also related to the absence of the flux traps because vortex pinning is ineffective in this first stage as previously noted by many groups.19 The broadening effect induced by the applied magnetic fields is similar to that in the HTc systems.

However, the tail was enlarged significantly in the second stage. We believe that the pinning of vortices is highly effective and therefore, the resistance depends strongly on the applied magnetic field. Therefore, the change of the resistance (tails in the second stage) is due to the thermally activated flux creep process. However, in the x = 0.1 sample, no T0 value was obtained under the applied magnetic field of 1 T. We believe that intergrowth of the impurity phases in the main matrix and weak coupling formation between the grains play an important role in decreasing of the superconductivity.

As shown in Figure 3(a, b), the tail region represents the interactions of the grain boundaries at which the magnetic field easily destroys the interactions between the grains while the superconductivity inside the grains is preserved. Similar results were obtained by other research groups.20–23

The temperature dependence of the calculated upper critical field (Hc2) values for the Tl-2212 sample is plotted in Figure 4. It was found that Hc2(T) values increased with decreasing temperature. Hc2(0) was calculated from the extrapolation of the sample Hc2(T) to T = 0K.24,25 The Hc2(0) value was 22.3 T, corresponding to the 10% of the value of the resistivity measured in the normal state ρn (T) at 140K.
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Figure 4:      Upper critical magnetic field Hc2(T) vs. Tc for the x = 0 sample.



4.          CONCLUSION

In the present work, the effects of KMnO4 substitution on the phase evolution and transport properties of the TBCCO (Tl-2212) system were studied. It is believed that the incorporation of the KMnO4 particles into the interstitial sites in the material rather than the occupation of the Cu sites caused a change in the unit cell parameters. Tc and T0 decreased monotonically as a result of the substitution of KMnO4 into the Tl-2212 system. The weak coupling between the KMnO4 particles and TBCCO grains and the decrease of the carrier concentration were found to affect Tc and T0. The analyses of crystal structures are important for understanding the properties of high-Tc superconductors and for exploring new materials. The upper critical magnetic field Hc2(0) at T = 0K for 10% of Rn was calculated by the extrapolation of Hc2(T) to T = 0K.
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ABSTRACT: Radioactivity concentrations of natural radionuclides (226Ra, 232Th and 40K) for some agricultural soil and foodstuff (maize) samples were measured by NaI(Tl) gamma spectrometer. The average activity concentrations in soil samples are 11 ± 1 to 37 ± 3 Bq kg−1, 7 ± 0.4 to 18 ± 2 Bq kg−1, and 101 ± 6 to 196 ± 9 Bq kg−1 for 226Ra, 232Th and 40K respectively. The ranges of average activity concentrations for maize samples, collected from the same soil were found to be 5 ± 0.6 to 14 ± 0.7 Bq kg−1, 6 ± 1 to 11 ± 1 Bq kg−1 and 154 ± 8 to 233.4 ± 12 Bq kg−1 for 226Ra, 232Th and 40K respectively. The transfer factors (TFs) of natural radiation from soil to maize plants were also calculated. Additionally, the radiological hazards for farmers and populations were obtained. The obtained values are comparable to the internationally recommended values. The annual effective dose from maize consumption was also estimated, which was found to be in the range of between 254.4 and 511.5 μSv y−1.

Keywords: Natural radionuclides, soil, maize, transfer factor, radiological hazards

1.          INTRODUCTION

There are many naturally occurring radionuclides in the environment, existing in the soil, sediment, water, plants and air.1 The consumption of food is generally the most important route by which natural radionuclides enter the human body. Therefore, it is important to assess the natural radionuclide levels in different foods and diets and to estimate the intake of these radionuclides.2


The ratio of the radionuclide concentration in plants to the radionuclide concentration in soil per unit mass is referred to as the transfer factor (TF). The TF for a given type of plant and for a given radionuclide can vary considerably from one site to another, depending on several factors such as the chemical and physical properties of the soil, the environmental conditions, and the chemical form of the radionuclide in the soil.3

The aim of this study is to measure the concentrations of 232Th, 226Ra, and 40K, potential radiological hazards for farmers and populations, to provide background data on natural radioactive isotopes for the study region, as well as to quantify the presence of long-lived gamma emitters in maize consumed in EL-Mynia governorate, Egypt to determine a TF for natural radionuclides from soil to maize and estimate annual effective doses to the general public due to this consumption.

2.          EXPERIMENTAL

2.1        Study Area

The geographical area of the EL-Mynia governorate is approximately 32,279 km2 and has a population of approximately 4,481,879. The EL-Mynia governorate is located approximately 225 km south of Cairo and is one of the important agricultural and industrial regions in Egypt. EL-Mynia is mainly an agricultural governorate, as it includes approximately 6% of the total agricultural lands in Egypt, producing cotton, wheat, corn and potatoes.4 This study covered an area in the EL-Mynia governorate from location M2 (27°36’9.04” N; 30°48’12.03” E) to M9 (28°41’52.23” N; 30°46’5.14” E).

2.2        Samples Description

2.2.1        Soil

Forty-one samples of agricultural soil were, collected from 14 different locations, coded by M1 to M14, as shown in Figure 1. Elemental analysis of the soil samples was performed using X-ray fluorescence (XRF) at the Material Testing Laboratory in South Valley University, Egypt. The range values of the major elemental concentrations were as follows: MgO (1.9%–2.1%), Al2O3 (10.4%–13.4%), SiO2 (4.1%–43.6%), K2O (1.7%–1.9%), CaO (7.3%–9.3%), TiO2 (3.2%–3.7%), MnO (0.6%–0.8%) and Fe2O3 (18.4%–27.7%).


[image: art]

Figure 1:      Map of sample locations of the studied area.



The physicochemical characteristics of the agricultural soil under study, such as hydrogen ion (PH), quantity of organic matter and texture of soil, were determined using a PH meter, the Walkley-Black method and the particle size distribution by pipette method, respectively. The hydrogen ion concentration ranged from 7.1–8.1, the quantity of organic matter ranged from 0.4%–2.6%, and the soil texture varied among Sandy Clay Loam, Clay Loam, Silt Clay Loam and Silt Loam.


2.2.2        Maize

Forty-one samples of maize were collected at harvest time from the same locations as the agricultural soil samples. The maize samples studied were of the strains Hitech Triple, Giza 311, Hybrid 314, Giza 101, Hybrid 101, Pioneer and Fine Seeds 101. The maize grains were both white and yellow. The consumption of maize per capita in the study area5 is 67.3 kg y–1.

2.3        Sampling and Sample Preparation

Eighty-two samples of soil and maize were collected from 14 locations (M1 to M14), with 3 samples of soil and 3 samples of maize from each location except M14, where 2 samples of soil and 2 samples of maize were collected. Soil samples were collected using a coring tool to a depth of 5 cm or to the depth of the plough line.6 Maize samples were collected at harvest time from the same locations as the agricultural soil samples. All samples were dried in an oven at approximately 110°C for 24 h to ensure that moisture was completely removed, while maize samples were oven dried at 95°C.

All soil samples were crushed, homogenised, and sieved through a 200-μm sieve, which is the optimum size for particles enriched in heavy minerals. Samples were placed in polyethylene beakers, 250 cm3 each, and weighed. The beakers were completely sealed for 4 weeks to reach secular equilibrium for radium and thorium and their progenies.7

2.4        Instrumentation and Calibration

Radioactivity measurements were performed by gamma ray spectrometer, employing a high-resolution scintillation detector NaI (Tl) crystal 3 × 3 inch. It had a hermetically sealed assembly including a NaI (Tl) crystal coupled with a PC-MCA Canberra Accuspec (US).

To reduce the gamma-ray background, a cylindrical lead shield (100 mm thick) with a fixed bottom and movable cover was used to shield the detector. The lead shield contained an inner concentric cylinder of copper (0.3 mm thick) to absorb X-rays generated in the lead.8

To determine the background distribution in the environment around the detector, an empty sealed beaker was counted in the same manner and in the same geometry as the samples. The measurement time of the activity or background was 43,200 s. The background spectra were used to correct the net peak area of the gamma rays of the measured isotopes. The dedicated software program Genie-0009 was used.

The detection array was energy-calibrated using 60Co (1173.2 and 1332.5 keV), 133Ba (356.1 keV) and 137Cs (661.9 keV). The efficiency calibration curve was constructed using different energy peaks covering the range up to ~2000 keV. Efficiency and energy calibrations for each sample measurement were performed to maintain the quality of the measurements. For quality control, the uncertainties of the measured values have been calculated from all parameters. All procedures are described in previous publications.10

The lower limit of detection (LLD) was calculated according to the IAEA directions6 and is given by Equation 1:
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where

Fc = the Compton background in the region of the selected gamma line in the sample spectrum, ε = the system detection efficiency, Pγ = the absolute transition probability by gamma decay, m = the sample mass in kilograms, and t = the counting time in seconds.

The lower limit of detection (LLD) in the case of soil samples was 2.4, 1.4 and 5.8 and for maize grains was 1.2, 1.3 and 5 (Bq kg–1) for 226Ra, 232Th and 40K, respectively.

Figure 2 presents an example of the energy spectra, indicating the gamma-ray lines of different origin compared with the background for soil.
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Figure 2:      Typical gamma-ray lines spectrum of soil sample and background.



3.          RESULTS AND DISCUSSION

3.1        Natural Radioactivity

3.1.1        Soil

The concentrations of 226Ra, 232Th, and 40K in the collected samples of agricultural soil are listed in Table 1. The average values of the activity concentrations in soil varied from 11 ± 1 to 37 ± 3 Bq kg–1, from 7 ± 0.4 to 18 ± 2 Bq kg–1, and from 101 ± 6 to 196 ± 9 Bq kg–1 for 226Ra, 232Th and 40K, respectively.

The variation in soils from different locations may be attributed to the wide variations in the geological formation of different types of soil. The higher 40K activity concentrations compared with 226Ra and 232Th may be due to the widespread use of fertilisers.11

These data show that the activity concentrations of 226Ra, 232Th and 40K in the soil samples were below the world averages of 35, 35 and 370 Bq kg–1 for 226Ra, 232Th and 40K, respectively,12 except for the 226Ra activity concentration (37 ± 3 Bq kg–1) in the samples from location M12.


3.1.2        Maize grain samples

The mean activities of the measured radionuclides in the 41 maize samples are given in Table 1. The results show that the mean activities of 226Ra ranged from 5 ± 0.6 to 14 ± 0.7 Bq kg–1, while the mean activities of 232Th ranged from 5 ± 0.3 to 11 ± 1 Bq kg–1. Finally, the 40K concentrations ranged from 154 ± 8 to 233.4 ± 12 Bq kg–1. Thus, 40K showed the highest values among the maize samples despite having the lowest activity concentrations in the soil samples.


Table  1:      Average activity concentrations (Bq kg–1) of 226Ra, 232Th and 40K in agricultural soil and maize.



	Location code

	Activity in maize (Bq kg–1)

	Activity in soil (Bq kg–1)




	226Ra

	232Th

	40K

	226Ra

	232Th

	40K




	M1

	22±1*(17–27)

	10±0.5(7–11)

	149±7(128–160)

	5±0.6(3–8)

	6±1(3–10)

	154±8(116–201)




	M2

	13±0.7(11–15)

	11±0.6(9–12)

	174±10(178–190)

	10±2(8–11)

	9±2(8–11)

	177±9(147–192)




	M3

	28±2(22–35)

	18±2(14–21)

	168±8(164–174)

	12±0.6(10–13)

	6±0.5(5–7)

	208±11(151–245)




	M4

	30±2(20–37)

	16±0.9(15–19)

	165±8(162–167)

	11±1(7–14)

	9±1(7–11)

	215±11(205–227)




	M5

	23±1(15–30)

	13±0.6(11–15)

	165±8(161–168)

	9±3(8–9)

	10±2(7–11)

	182±10(159–198)




	M6

	23±2(18–31)

	11±0.6(9–13)

	146±7(133–156)

	12±1(9–15)

	5±0.3(3–7)

	208±10(178–205)




	M7

	13±0.7(11–15)

	11±0.6(9–12)

	177±10(162–190)

	11±0.8(9–13)

	8±0.7(7–10)

	215±12(196–236)




	M8

	20±2(12–31)

	11±0.6(8–13)

	153±8(150–158)

	8±0.5(6–10)

	6±0.4(5–8)

	171±8(141–187)




	M9

	11±1(9–12)

	7±0.4(6–8)

	101±6(92–112)

	8±0.6(6–10)

	8.3±1(5–12)

	233±12(213–268)




	M10

	16±1(12–21)

	12±0.5(9–15)

	127±8(106–146)

	10±1.5(8–12)

	10±2(7–15)

	213±11(210–216)




	M11

	23±1(17–29)

	11±0.7(9–13)

	154±8(140–164)

	14±0.7(11–16)

	11±1(10–12)

	199±9(167–226)




	M12

	37±3(33–39)

	16±1(13–18)

	141±8(131–157)

	12±0.7(10–14)

	8±0.66–9

	164±8(156–176)




	M13

	17±0.9(13–24)

	10±0.6(5–18)

	157±8(150–166)

	10±0.8(9–10)

	6±0.5(4–7)

	174±10(141–192)




	M14

	21±1(17–25)

	14±0.7(12–15)

	196±9(190–201)

	13±2(10–15)

	9±1(8–9)

	202±10(182–222)





* Mean ± uncertainty, (range)


This result may be attributed in part to the heavy use of chemical fertilisers to improve crop yields on the farms in the area.13 In addition, 40K activities tend to decrease in the deep layers of agricultural soil. The decrease in 40K with depth is due to the effect of irrigation water in dissolving thorium and potassium compounds. The solutions move towards the surface under the effect of heating by the sun and are deposited by evaporation.14

3.2        TFs for Natural Radioactivity

TFs were calculated as the ratio of the radionuclide concentration in plants (Bq kg–1 plant) to the concentration in the soil (Bq kg–1 soil), as shown in Equation 2:
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where

P = the radionuclide concentration in maize grains (Bq kg–1 dry wt.)

S = the corresponding concentration in soil (Bq kg–1 dry wt.).

The soil to maize grain TFs for the radionuclides studied are given in Table 2 and compared with the default values of 0.04, 0.05 and 1 for 226Ra, 232Th and 40K, respectively.15 Figures 3, 4 and 5 show the average values of the 226Ra, 232Th and 40K activity concentrations (Bq kg–1) in soil and maize and the TFs from soil to maize.


Table  2:      Soil to maize transfer factors.



	Location code

	Transfer factor




	226Ra

	232Th

	40K




	M1

	0.23*(0.18–0.30)

	0.60(0.27–0.91)

	1.03(0.73–1.57)




	M2

	0.77(0.53–1)

	0.82(0.73–0.89)

	1.02(0.83–1.2)




	M3

	0.43(0.37–0.48)

	0.33(0.26–0.43)

	1.24(0.9–1.49)




	M4

	1.3(1.23–1.37)

	0.56(0.47–0.73)

	0.37(0.32–0.41)




	M5

	0.39(0.3–0.53)

	0.77(0.47–1)

	1.1(0.96–1.23)




	M6

	0.52(0.29–0.71)

	0.45(0.27–0.77)

	1.42(1.19–1.43)




	M7

	0.85(0.6–0.93)

	0.73(0.64–0.83)

	1.21(1.13–1.33)




	M8

	0.4(0.26–0.83)

	0.55(0.46–0.63)

	1.12(0.93–1.24)




	M9

	0.73(0.5–1.11)

	1.19(0.63–2)

	2.31(1.9–2.73)




	M10

	0.63(0.38–1)

	0.83(0.58–1.67)

	1.68(1.47–1.98)




	M11

	0.61(0.38–0.94)

	0.97(0.83–1.33)

	1.29(1.02–1.46)




	M12

	0.32(0.28–0.37)

	0.50(0.33–0.69)

	1.16(1.02–1.31)




	M13

	0.59(0.38–0.77)

	0.6(0.22–1.2)

	1.11(0.91–1.27)




	M14

	0.62(0.4–0.88)

	0.64(0.6–0.67)

	1.03(0.91–1.17)





* Mean, (range)
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Figure 3:      Average values of 226Ra activity concentration (Bq kg–1) in agricultural soil, maize and TF from soil to maize.
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Figure 4:      Average values of 232Th activity concentration (Bq kg–1) in agricultural soil, maize and TF from soil to maize.
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Figure  5      Average values of 40K activity concentrations (Bq kg–1) in agricultural soil, maize and TF from soil to maize.




3.4        Radiological Hazards for Soil

3.4.1        Radium equivalent (Raeq)

The radium equivalent activity was used to obtain the sum of activities to compare the activity concentrations of the soil samples, which contain 226Ra, 232Th and 40K. The radium equivalent activities (Raeq) were calculated based on the estimations that 370 Bq kg–1 of 226Ra, 259 Bq kg–1 of 232Th and 4810 Bq kg–1 of 40K produce the same gamma ray dose rate; therefore the Raeq is given by:16
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where ARa, ATh and AK are the activities of 226Ra, 232Th and 40K, respectively, in Bq kg–1. Column 2 of Table 3 gives the radium equivalent activities (Raeq) for agricultural soil.


Table  3:      The equivalent radium (Raeq), dose rate, annual effective dose (AED), external hazard (Hex) and internal hazard (Hin) for agricultural soil.





	Location code

	Raeq

	Dose rate

	(AED)

	Hex

	Hin




	(Bq kg−1)

	(nGy h−1)

	(μSv y−1)




	M1

	47*(43–52)

	21.9(20.5–23.9)

	26.9(25–29.4)

	0.127(0.116–0.140)

	0.186(0.171–0.213)




	M2

	48.5(38.1–61)

	22.4(17.8–27.5)

	27.4(21.9–33.7)

	0.131(0.103–0.165)

	0.184(0.142–0.228)




	M3

	66.7(59–75.5)

	30.5(27.2–34.5)

	37.4(33.4–42.3)

	0.18(0.159–0.204)

	0.256(0.232–0.299)




	M4

	66.7(54.7–76.9)

	30.5(25.2–35)

	37.5(30.9–42.9)

	0.180(0.148–0.208)

	0.262(0.202–0.308)




	M5

	53.5(43.4–64.6)

	24.8(20.3–29.7)

	30.4(24.9–36.4)

	0.144(0.117–0.175)

	0.205(0.158–0.2560




	M6

	50.5(43.9–60.6)

	23.4(20.3–27.9)

	28.7(24.9–34.2)

	0.137(0.119–0.164)

	0.20(0.167–0.248)




	M7

	42.3(39.7–46.8)

	19.9(18.7–22)

	24.4(22.9–27)

	0.114(0.107–0.126)

	0.151(0.140–0.168)




	M8

	47.9(35.2–61.3)

	22.3(16.6–28.2)

	27.3(20.4–34.6)

	0.130(0.095–0.166)

	0.183(0.127–0.249)




	M9

	28.4(26.8–30)

	13.3(12.5–13.1)

	16.3(15.4–17.3)

	0.076(0.072–0.081)

	0.106(0.100–0.114)




	M10

	40.3(35.3–47.3)

	18.6(16.5–26.4)

	22.9(20.3–26.4)

	0.109(0.095–0.128)

	0.152(0.128–0.186)




	M11

	50.7(42.2–66.6)

	23.5(19.7–30.7)

	29(24.2–37.7)

	0.136(0.114–0.180)

	0.199(0.153–0.277)




	M12

	70(68.1–73.3)

	31.9(31.1–33.2)

	39.2(38.2–10.8)

	0.189(0.184–0.198)

	0.288(0.275–0.300)




	M13

	43.9(37.8–50.9)

	20.6(17.9–23.3)

	25.2(21.9–28.5)

	0.118(0.102–0.137)

	0.165(0.142–0.181)




	M14

	56.5(54.7–58.3)

	26.4(25.4–27.3)

	32.4(31.2–33.5)

	0.153(0.148–0.158)

	0.21(0.194–0.226)





* Mean, (range)

From Table 3, we can observe that the radium equivalent values in the agricultural soil samples range from 28.4 Bq kg–1 in the samples from location M9 to 70 Bq kg–1 in the samples from location M12. These values are lower than the allowed maximum value17 of 370 Bq kg−1.

As shown in Figure 6, the radium equivalent activity Raeq is heightened in locations M3, M4 and M12, possibly due to the use of chemical fertilisers (mixed fertiliser and single super phosphate). Figure 7 shows the relative contributions of 226Ra, 232Th and 40K to Raeq in agricultural soil.
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Figure 6:      The distribution of radium equivalent activities (Raeq) in agricultural soil.
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Figure 7:      The relative contribution of 226Ra, 232Th and 40K to Raeq in agricultural soil.



3.4.2        Absorbed gamma dose rate (D)

The absorbed dose rates due to gamma radiation in the air at 1 m above the ground surface for the uniform distribution of the naturally occurring radionuclides (226Ra, 232Th and 40K) were calculated based on guidelines provided by The United Nations Scientific Committee on the Effects of Atomic Radiation (UNSCEAR).18

The conversion factors used to compute the absorbed gamma dose rate (D) in air per unit activity concentration19 in Bq kg–1 (dry weight) corresponds to 0.462 nGy h–1 for 226Ra, 0.604 nGy h–1 for 232Th and 0.042 nGy h–1 for 40K. Therefore, D can be calculated as follows:
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where ARa, ATh and AK have the same meaning as in Equation 1.

The average absorbed dose rates in Table 3 for 226Ra, 232Th and 40K in agricultural soil samples ranged from 13.3 to 31.9 nGy h–1. These values are below the allowed maximum value 12 of 59 nGy h–1.


3.4.3        Annual effective dose (AED)

The annual effective dose rate outdoors, in units of μSv y–1, is calculated by the following formula:20
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where D = the calculated dose rate in nGy h–1, T = the outdoor occupancy time (0.2 × 24 h × 365.25 d ≈ 1753 h y–1), and F = the conversion factor (0.7 × 10–6 SvG y–1).

The AED rates vary from 16.3 to 39.2 µSv y–1. These values are lower than the world average values21 at 70 μSv y–1, as shown in Table 3, column 4. The relative contribution of radium to the absorbed dose and AED are higher than the relative contributions of both thorium and potassium, as shown in Figure 8. Figure 9 shows the distributions of dose rate and AED for agricultural soil.
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Figure 8:      The relative contribution of 226Ra, 232Th and 40K to dose rate and AED in agricultural soil.
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Figure 9:      The distribution of dose rate and AED for agricultural soil.



3.4.4 External hazard index (Hex)

The external hazard index (Hex) was determined from the following criterion formula:22
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where CRa, CTh and CK are the activities of 226Ra, 232Th and 40K, respectively, in Bq kg–1.

Table 3 (column 5) shows that, the calculated external hazard values resulting from all samples are lower than unity12 and thus do not cause any harm to the farmers and populations in all regions under investigation.


3.4.5        Internal hazard index (Hin)

The internal hazard index (Hin) describes the internal exposure to carcinogenic radon and its short-lived progeny23 and is given by the following formula:17,21
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where ARa, ATh and AK have the same meaning as in Equation 1.

Table 3 shows that the calculated average values of the internal hazard index (Hin) for all samples are less than unity.

3.4.6        Gamma radiation hazard index (Iγr)

Another radiation hazard index called the representative level index, Iγr, is defined by the following formula,24 where ARa, ATh and AK have the same meaning as in Equation 1:
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The calculated Iγr values for the samples under investigation are given in Table 4. It is clear that the agricultural soil samples have results lower than unity.18 Figure 10 shows the relative contributions of 226Ra, 232Th and 40K to Iγr in agricultural soil, while Figure 11 shows the distribution of the representative level index Iγ.


Table  4:      Gamma radiation hazard index (Iγr), excess lifetime cancer risk (ELCR) and annual gonadal dose equivalent (AGDE) for agricultural soil.



	Location code

	Iγ

	ELCR

	AGDE (μSv y–1)




	M1

	0.34*(0.314–0.371)

	9.41E-05(8.75E-05–1.03E-04)

	154.2(143.5–167.8)




	M2

	0.35(0.279–0.435)

	9.60E-05(9.34E-05–1.18E-04)

	157.8(126.3–193.6)




	M3

	0.478(0.424–0.538)

	1.31E-04(1.17E-04–1.48E-04)

	214.6(191.5–242)




	M4

	0.477(0.397–0.546)

	1.31E-04(1.08E-04–1.50E-04)

	214.6(178–245.5)




	M5

	0.387(0.319–0.463)

	1.07E-04(8.70E-05–1.28E-04)

	174.9(143.7–208.9)




	M6

	0.364(0.318–0.432)

	1.01E-04(8.71E-05–1.20E-04)

	164.7(143.2–195.6)




	M7

	0.313(0.293–0.347)

	8.55E-05(8.03E-05–9.45E-05)

	141.5(132.7–156.3)




	M8

	0.348(0.261–0.438)

	9.55E-05(7.14E-05–1.21E-04)

	157(118–197.8)




	M9

	0.207(0.195–0.220)

	5.69E-05(5.38E-05–6.06E-05)

	93.788.4–99.8




	M10

	0.292(0.259–0.338)

	8.00E-05(7.07E-05–9.24E-05)

	131.7(116.7–151.3)




	M11

	0.363(0.305–0.475)

	1.01E-04(8.46E-05–1.32E-04)

	164(151.5–182.6)




	M12

	0.4960.481–0.517

	1.37E-04(1.34E-04–1.43E-04)

	223.4(217.4–232.6)




	M13

	0.321(0.278–0.373)

	8.81E-05(7.66E-05–9.99E-05)

	145(126.4–165.6)




	M14

	0.414(0.403–0.425)

	1.13E-04(1.09E-04–1.17E-04)

	186.6(180.6–192.5)





* Mean, (range)
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Figure 10:    The relative contribution of 226Ra, 232Th and 40K to Iγr in agricultural soil.
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Figure 11:    The distribution of Iγr for agricultural soil samples.



3.4.7        Excess lifetime cancer risk (ELCR)

Excess lifetime cancer risk (ELCR) was calculated using the following equation:25
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where

EDR = the annual effective dose equivalent, DL = duration of life (30-70 years), and RF is a risk factor: (Sv−1) fatal cancer risk per Sievert. For stochastic effects, ICRP 60 uses values of (RF = 0.05) in public.

From Table 4, the calculated value of ELCR showed that the highest average excess lifetime cancer risk (ELCR) is 1.37E-04 in samples from location (12), due to the use of mixed fertiliser (nitrogen-phosphorus).


3.4.8        Annual gonadal dose equivalent (AGDE)

According to UNSCEAR,26 the gonads, active bone marrow and bone surface cells are considered the organs of interest. Therefore, the annual gonadal dose equivalent (AGDE, μSv y–1) due to the specific activities of 226Ra, 232Th and 40K for farmers was calculated using the following formula,27 where ARa, ATh and AK have the same meaning as in Equation 1:
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The average values of AGDE are presented in Table 4 (column 4). As shown, the highest average value is 223.4 (μSv y–1) in samples from location (12), which is attributable to the use of mixed fertiliser (nitrogen-phosphorus).

3.5        Effective Dose due to Ingestion (M)

The annual effective dose from the consumption of maize was calculated using the following formula:12

[image: art]

where

M = the annual effective dose (Sv y–1)

A = the activity concentration for the radionuclide (Bq kg–1)

E = the dose conversion factor for the radionuclide (Sv Bq–1)

I = the annual intake of maize (kg)

The values for E (0.28, 0.23 and 0.0062 μSv Bq–1 for 226Ra, 232Th and 40K, respectively) were selected based on the International Commission on Radiological Protection (ICRP) classifications for adults.28 The values of I were taken to be 67.3 kg y–1, according to the Egyptian Ministry of Agriculture and Land Reclamation Report (2013)5. The results of the annual effective dose M are presented in Table 3.

Table 5 shows that the values of the annual effective dose (μSv y–1) from the consumption of maize by adults were found to be of several orders of magnitude higher than the 290 μSv y–1 world average of ingestion exposure from natural sources reported in UNSCEAR (2000),12 except for 254.4 μSv y–1 in the samples from location M1.


Table  5:      Annual effective dose (μSv y–1) from consumption of maize for adults.



	Sampling location

	AED (μSv y–1) from consumption of maize for the adult

	Total (μSv y–1)




	226Ra

	232Th

	40K




	M1

	101.8

	88.2

	64.4

	254.4




	M2

	182.8

	134.7

	72.8

	390




	M3

	226.1

	92.9

	86.8

	405.8




	M4

	179.3

	145.5

	89.9

	406




	M5

	163.9

	150.1

	75.8

	389.9




	M6

	220.5

	77.4

	86.8

	384.7




	M7

	201.3

	123.8

	89.7

	415.8




	M8

	150.8

	99.1

	71.5

	321.3




	M9

	158.3

	128.5

	97.4

	384




	M10

	188.4

	161

	89

	438.5




	M11

	258.2

	170.3

	83

	511.5




	M12

	220.5

	119.2

	68.4

	408.1




	M13

	182.8

	88.2

	72.8

	343.8




	M14

	235.7

	131.6

	84.3

	451





The average activity concentrations (Bqkg–1) of 226Ra, 232Th and 40K in the agricultural soil and maize samples of this work are compared with other studies in (Table 6), which shows that the mean values of 226Ra, 232Th and 40K in soil and maize were in near or less than the corresponding values in the listed countries.


Table  6:      Comparison of the average activity concentrations in the present study and from different studies.



	Country

	Samples

	Activity(Bq kg–1)




	226Ra

	232Th

	40K




	Egypt (EL-Mynia): Present work
	Agricultural soil

	21

	12.1

	154.4




	UNSCEAR12
	Soil

	5–180

	2–140

	66–1150




	Egypt (Alexandria)29
	Agricultural soil

	16.43

	18.31

	268.16




	Jordan30
	Ma’an soil

	57.7

	18.1

	138.1




	Egypt (Qena)31
	Farm soil

	13.7

	12.3

	1233




	Niger (Jos Plateau)13
	Farm soil

	NM

	734

	115.8




	Egypt (El-Qattamia)32
	Soil

	23.66

	13.95

	146.33




	Yugoslavia (Vojvodina)33
	Agricultural soil

	39.3

	53

	454




	Algeria34
	Fertilised soil

	53.2

	50.03

	311




	Pakistan(Pakka Anna)35
	Fertilised soil

	30–38

	50–64

	560–635




	Brazil (Panama)36
	Fertilised soil

	10.22

	7.27

	54.75




	Egypt (Aswan)37
	Agricultural soil

	16.92

	21.96

	505.92




	Stromboli38
	Soil

	NM

	68

	454




	India39
	Soil

	NM

	104

	217




	Egypt (Southeastern)40
	Soil

	NM

	1.86–10

	292–659




	Egypt (Abou Zabal region)41
	Cultivated soil

	31.12

	10.96

	264.1




	Egypt (EL-Mynia): Present work
	Maize

	10.2

	7.9

	200




	Niger (Jos Plateau)13
	Maize

	NM

	BDL

	243.2




	Turkey42
	Maize

	25.82

	BDL

	491.62




	Brazil (Bernambuco)43
	Maize

	0.07

	NM

	NM




	U.S.A (New York)43
	Maize

	56.8

	NM

	NM





NM = Not measuredBDL= Below detection limit

4.          CONCLUSION

The activity concentrations of naturally occurring radionuclides in soil samples from all studied locations were below the world average ranges of 35, 35 and 370 Bq kg–1 for 226Ra, 232Th and 40K, respectively,12 except for one location (M12), in which the activity concentration of 226Ra is slightly higher, at 37 Bq kg–1. The radiological hazards for all soil samples were lower than the world average, so it is safe for farmers and the population and can be used to build raw materials or other human activities without any radiological risk.

The TFs for 226Ra, 232Th and 40K from soil to maize are higher than the default values of 0.04, 0.05 and 1 for 226Ra, 232Th and 40K, respectively.15 The annual effective dose from the consumption of maize was calculated for adults and found to be of several orders of magnitude higher than the 0.29 mSv y–1 world average ingestion exposure from natural sources reported in UNSCEAR (2000).12
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ABSTRACT: The Schiff bases (E)-3-{[(2-amino-5-nitrophenyl)imino]methyl}phenol and (E)-3-{[(2-amino-5-nitrophenyl)imino]methyl}benzene-1,2-diol were synthesised from 2,3-dihydroxy-benzaldehyde, salicylaldehyde and 4-nitro-o-phenylenediamine. These ligands were characterised by Fourier transform infrared (FTIR), UV-Visible, CHN analysis, and 1HNMR. Ni(II) and Cu(ІІ) cation-exchange montmorillonite (MMT) clay was prepared by the interactions of NiCl2, CuCl2 and MMT clay in an aqueous medium. FTIR and EDX were used to characterise the metal cation-exchange in MMT. Schiff base Cu(II) and Ni(ІІ) complexes intercalated montmorillonite were prepared by the interaction of Schiff base ligands and Cu(II) and Ni(ІІ) cation-exchange MMT. Several characterisation techniques, including X-ray diffraction (XRD), transmission electron microscopy (TEM), scanning electron microscopy (SEM), and thermogravimetric analysis (TGA) were used to characterise the modified MMT. SEM results showed that the resulting hybrid had layered structures. The XRD results indicate that the Nickel(II) Schiff base complex-MMT was partially exfoliated.

Keywords: Montmorillonite clay (MMT), Schiff base ligand, nanohybrid, exfoliation, metal ions, intercalated-clay


1.          INTRODUCTION

Schiff base transition metal complexes can be easily synthesised and have been extensively studied. Schiff base metal complexes have found their applications as catalysts in a wide range of reactions, such as polymerisation, epoxidation of olefins, ring-opening polymerisation, carbonylation reactions and oxidation reactions.1–5 Tridentate oxygen-nitrogen-nitrogen (ONN) Schiff base ligands containing anionic amines (RNH) were used to prepare metal Schiff base complexes,6,7 while tridentate metal Schiff base complexes were used as catalysts in Heck8 and Suzuki-Miyaura cross coupling reactions.9

Among the different types of clay, montmorillonite (MMT) has been extensively used for modification due to its excellent properties, such as high cation exchange capacity, swelling behaviour, adsorption properties and its large surface area.10,11 The modified montmorillonites are versatile heterogeneous catalysts for a wide variety of organic reactions, such as Friedel-Crafts and oligomerisation reactions.12

According to its layer structure, MMT has the potential to host Schiff base metal complexes. Several reports can be found in the literature regarding Schiff base metal complexes immobilised onto MMT clay to prepare nanohybrid materials with improved catalytic properties. For instance, a manganese(II)-Schiff base complex incorporated in the interlayer space of clay minerals exhibits significant catalytic activity.13 Parida et al.14 have reported the preparation of Schiff base Pt(II) complex supported MMT by a cation exchange mechanism, and intercalation of the complex inside the clay matrix was confirmed by various characterisation techniques. More recently, we reported the novel nanohybrids of cobalt(III) Schiff base complexes intercalated into MMT clay by a direct exchange reaction of clay and cobalt(ІІІ) complexes.15,16

Herein, we have extended our previous studies to do an ion-exchange reaction of MMT clay by interacting it with Cu(ІІ) and Ni(ІІ) cations. In a follow-up study, metal cation-exchange MMT was reacted with two different Schiff base ligands to perform in-situ synthesis of complexes within the layers of MMT clay. The metal Schiff base complexes intercalated into MMT were identified and studied via FTIR, XRD, TGA/DTG, SEM and TEM.


2.          EXPERIMENTAL

2.1        Chemicals

All of the chemicals and solvents used for synthesis were of commercially available reagent grade and used without further purification. Montmorillonite K-10 (MMT) with cation-exchange capacity of 119 meq/100 g was provided by Aldrich (St. Louis, MO, USA).

2.2        Synthesis of Schiff Base Ligand (L1)

The Schiff base ligand, (E)-3-{[(2-amino-5-nitrophenyl)imino]methyl}phenol (L1), was prepared by adding salicylaldehyde solution (1 mmol) dropwise into 4-nitro-o-phenylenediamine (1 mmol) with stirring. Then, the solution was refluxed for 2 h. During the reaction, a yellow precipitate appeared. The precipitate was filtered and washed with methanol and dried in an oven.

Yield (73.44%). Theoretical calculation for C13H11N3O3: Carbon, C (61.67%), Hydrogen, H (4.31%), Nitrogen, N (16.32%). Found: Carbon, C (58.25%), Hydrogen, H (3.83%), Nitrogen, N (15.51%). FTIR (KBr cm–1), ν max 3480 and 3370 (NH2), 1614 (C=N), 1490 (C=C) and 1325 (NO2). 1HNMR (δ, ppm): 11.861 (singlet, 1H, OH), 8.984 (singlet, 1H, C=N), Aromatic rings: 7.970 (singlet, 1H), 7.941–7.952 (doublet, 1H), 7.822–7.837 (doublet, 1H), 7.418–7.449 (triplet, 1H), 6.979–6.995 (doublet, 1H), 6.808–6.821 (doublet, 1H), 6.682 (singlet, 2H, NH2). UV-Vis, λ max (nm) (Ethanol): 374, 205 and 250.

2.3        Synthesis of Schiff Base Ligand (L2)

The Schiff base ligand, (E)-3-{[(2-amino-5-nitrophenyl)imino]methyl}benzene-1,2-diol (L2), was prepared by adding 2,3-dihydroxy-benzaldehyde (1 mmol) dropwise into 4-nitro-o-phenylenediamine (1 mmol) with stirring. The remainder of the synthesis process is similar to L1 except that an orange precipitate was obtained.

Yield (94.14%) CHN: Theoretical calculation for C13H11N3O4: Carbon, C (57.14%), Hydrogen, H (4.06%), Nitrogen, N (15.37%) Found: Carbon, C (58.31%), Hydrogen, H (4.61%), Nitrogen, N (13.52%). FTIR (KBr cm–1): νmax 3494 and 3386 (NH2), 1620 (C=N), 1490 (C=C), and 1344 (NO2). 1HNMR (δ, ppm): 11.833 (singlet, 1H, OH), 9.313 (singlet, 1H, OH), 8.950 (singlet, 1H, C=N), Aromatic Rings: 7.965 (singlet, 1H), 7.942–7.948 (doublet, 1H), 7.233–7.236 (doublet, 1H), 6.981–6.984 (doublet, 1H), 6.807–6.825 (triplet, 2H), 6.689 (singlet, 2H, NH2). UV-Vis, λmax (nm) (Ethanol): 372, 280 and 207.


2.4        Preparation of Cu(II) and Ni(II) Cation-exchange MMT

Two saturated solutions of cupric(II) chloride and nickel(II) chloride were prepared by dissolving 10.439 g and 10.900 g in 10 ml of distilled water, respectively. The solutions were transferred into two round-bottom flasks followed by the addition of 0.500 g montmorillonite K10 clay (MMT) into each flask. The solutions were refluxed for 4 h and then filtered through a Buchner funnel and washed with plenty of distilled water.

FTIR (KBr cm–1) νmax pure clay (MMT): 3441 (HO stretching of water), 1636 (HOH deformation vibration), 1071 (Si–O stretching vibration), 526 (Si–O–Al bending vibrations), 469 (Si–O–Si bending vibrations).

FTIR (KBr cm–1) νmax Cu (II) and Ni(II) cation-exchange MMT: 3450 and 3444 (HO stretching of water), 1635 (HOH deformation vibrations), 1080 and 1071 (Si–O stretching vibrations), 528 and 527 (Si–O–Al bending vibrations) and 474 (Si–O–Si bending vibrations).

2.5        Intercalation of Schiff Base Ligands (L1) and (L2) into Cu(II) and Ni(II) Cation-exchange Montmorillonite

A total of 0.060 g of each ligand separately dissolved in 15 ml of methanol. A total of 0.400 g of Cu(II) and Ni(II) cation-exchange MMT were added into Schiff base solutions and refluxed for 4 h. The dark orange and light grey precipitates were filtered through a Buchner funnel and washed several times with methanol and distilled water. The collected products were dried in the oven and stored in desiccators.

FTIR (KBr cm–1) νmax 3453 (HO stretching of water), 1619 (C=N), 1575 and 1465 (C=C), (1334 (NO2), 1079 (Si–O stretching vibration), 524 (Si–O–Al bending vibrations), 468 (Si–O–Si bending vibrations).

FTIR (KBr cm–1) ν max 3438 (HO stretching of water), 3018, 2926, 2861, (C–H), 1609 (C=N), 1493 and 1454 (C=C), 1079 (Si–O stretching vibrations), 525 (Si–O–Al bending vibrations) and 471 (Si–O–Si bending vibrations).

2.6        Characterisations

Infrared (FTIR) spectra were recorded as KBr discs on a PERKIN ELMER 2000 FTIR spectrophotometer in the range of 4000–400 cm–1. The elemental analysis was determined using a CHN Analyzer, model PERKIN ELMER II. UV-Vis spectra were recorded on a UV-2600 Shimadzu spectrophotometer in the 190-900 nm range. The 1H NMR spectra were recorded on a Bruker 500 MHz ultrashieldTM spectrometer. The X-ray diffraction (XRD) was recorded on a high resolution X-ray diffractometer system model PAnalytical X’PERT PRO MRD PW3040. Transmission Electron Microscopy (TEM) study was performed using a FEI/PHILIPS CM12, thickness and silicate layer spacing were recorded using Olympus image analysis software. The thermal stability of specimens was tested using a TGA/SDTA851 Thermo Gravimetric analyser from ambient temperature to 900°C with a heating rate of 20°C min–1 under nitrogen gas. Scanning Electron Microscopy (SEM) was recorded on a QUANTA FEG 650 2012 SEM system. Energy Dispersive X-ray Analysis (EDX) (EDAX Falcon System) was conducted to analyse the presence of elements in the specimens.

3.          RESULTS AND DISCUSSION

3.1        FTIR Characteristics

The C=N stretching frequency for L1 and L2 exists at 1620 and 1614 cm–1, respectively. The NO2 vibrational frequency presence at 1325 cm–1 is for L1 and 1344 cm–1 is for L2. Both metal(II) cation-exchange MMT products showed peaks related to their functional groups (Figure 1). A broad peak was observed in the range of 3600–3200 cm–1, which can be attributed to the interlayer absorbed water molecules. A weak band appeared at 1635 cm–1, which is related to the OH bending of these water molecules. The Si–O stretching peak appears in the range of 1300–900 cm–1. The peaks at 474 and 528 for Cu(II) cation-exchange MMT and 527 for Ni(II) cation-exchange MMT are due to Mg–O and Al–O, respectively.
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Figure 1:      FTIR spectra of a) pure clay b) Ni(II) cation-exchange MMT, c) Cu(II) cation-exchange MMT.



The FTIR spectra for the intercalation of Schiff base ligands into metal(II) cation-exchange MMT showed some differences compared to the pure MMT (Figure 2). Some peaks that are related to the metal Schiff base complexes were observed in the new intercalation compounds. The C=N band appears at approximately 1600 cm–1. Theoretically, the C=N band is predicted to shift to a lower frequency (blue shift) relative to the free Schiff base. From the experiment, the imine band of the Ni(II) Schiff base intercalated MMT is shifted to a lower frequency at 1609 cm–1. However, the imine band of the Cu(II) Schiff base intercalated MMT shifted to a higher frequency (red shift) at 1619 cm–1 due to a decrease in repulsion between the nitrogen lone pair of electrons as a result of their participation in coordination with the metal ion.17
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Figure 2:      FTIR spectra of a) pure clay b) Schiff base Ni(II) complex intercalated MMT MMT and c) Schiff base Cu(II) complex intercalated.



3.2        XRD Analysis

The XRD analysis confirmed that the intercalation and partial exfoliation of the MMT were successful with the cationic complexes. The d-spacing of unmodified MMT (d = 1.006 nm) is calculated from the peak position at 2θ = 8.78 using Bragg’s equation. The diffraction peak of Ni(II) Schiff base intercalated MMT nanohybrid decreased and shifted to a new position at 2θ = 8.073 (d = 1.095 nm). The Cu(II) Schiff base intercalated MMT shifted to a new position at 2θ = 7.448 (d =1.187 nm) after the ion exchange reaction between MMT and the cationic complexes (Figure 3). The Ni(II) Schiff base intercalated MMT was partially exfoliated since the d basal distance almost disappeared, but it still had layered structures. The intercalated reaction and partial exfoliation of MMT occurred because of increases in the interlayer distance, which leads to a shift of the diffraction peak towards lower angles followed by increasing basal distances.
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Figure 3:      The XRD patterns of the hybrid materials of (A) Ni(II) Schiff base complex intercalated MMT, (B) pure MMT, (C) Cu(II) Schiff base complex intercalated MMT.



3.3        Morphology

The SEM images of the intercalated Ni(II) and Cu(II) Schiff base complexes in MMT were observed using SEM technique (Figure 4). The SEM images for Ni(II) and Cu(II) Schiff base intercalated MMT showed layered structures. Figure 5(i) and Figure 5(ii) show the EDX spectrum of Ni(II) and Cu(II) cation-exchange MMT particles, respectively. In the EDX spectrum, the following six elements can be observed: oxygen (O), magnesium (Mg), aluminium (Al), potassium (K), silicon (Si), nickel (Ni) and copper (Cu) in Ni(II) cation-exchange MMT or Cu(II) cation-exchange MMT. The presence of elemental nickel and copper confirmed that the cation-exchange of the MMT clay with metal ions had occurred successfully.
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Figure 4:      SEM images of (a) Cu(II) Schiff base intercalated MMT complexes and (b) Ni(II) Schiff base intercalated MMT complexes.



TEM images of Ni(II) and Cu(II) Schiff base intercalated MMT nanohybrid are shown in Figure 6. According to the TEM images, the thickness of the silicate layers of the clay is in a range of 2–5 nm, and no aggregation was observed in the TEM images. The space between the silicate layers is approximately 2 nm.
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Figure 5:      (i) The EDX of Ni(II) cation-exchange MMT; (ii) The EDX of Cu(II) cation-exchange MMT.
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Figure 6:      The TEM images of a) Cu(II) Schiff base intercalated MMT; and b) Ni(II) Schiff base intercalated MMT.



3.4        Thermal Analysis

TGA and DTG curves of MMT, Ni(II) and Cu(II) Schiff base intercalated MMT are shown in Figure 7 and Figure 8. The thermal analysis of the clay (MMT) shows that the main weight losses (5.90%) occur at a temperature of 30°C to 270°C, which can be attributed to the loss of physically adsorbed water. Second mass losses (1.90%) in the range of 270°C to 560°C correspond to the loss of water that is bonded to the clay layers. The final weight loss is 2.20%, which is due to the loss of the hydroxyl groups of the clay. Decomposition of Ni(II) and Cu(II) Schiff base intercalated MMT compounds occurred in three steps. In Ni(II) Schiff base intercalated MMT, the mass loss (6.39%) at room temperature to 235°C is due to the adsorbed water. The second decomposition step (5.11%), which started at 235°C and ended at 702°C, is due to decomposition of Schiff base complexes that intercalated to the clay layers. In the case of Cu(II) Schiff base intercalated MMT, the first step started from room temperature to 166°C with a mass loss of 3.83%. The second step shows 5.49% weight loss at the temperature of 166°C to 478°C. The weight loss in the third step is 2.90% and 9.45% for Ni(II) and Cu(II) Schiff base intercalated MMT, respectively. The residue for Ni(II) Schiff base intercalated MMT and Cu(II) Schiff base intercalated MMT is approximately 86.00% and 81.23%, respectively.
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Figure 7:      TGA thermograph of a) pure clay, b) Schiff base Ni((II) complex intercalated MMT, and c) Schiff base Cu((II ) complex intercalated MMT.
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Figure 8:      DTG thermograph of: a) Pure clay, b) Schiff base Ni(II) complex intercalated MMT, and c) Schiff base Cu(II) complex intercalated MMT.




4.          CONCLUSION

Two metal Schiff base complexes, copper(ІІ)(E)-3-{[(2-amino-5-nitrophenyl) imino]methyl}phenol and nickel(ІІ)(E)-3-{[(2-amino-5-nitrophenyl)imino] methyl}benzene-1,2-diol were synthesised by an in-situ generation of complexes inside the layers of MMT clay. FTIR, TGA/DTG, XRD, TEM and SEM were used to characterise the resulting Cu(ІІ) and Ni(ІІ) Schiff base intercalated MMT. A TEM micrograph showed that the thickness of the nanoparticle layers is less than 5 nm (Figure 9). The XRD spectrum of the Ni(ІІ) Schiff base intercalated MMT showed that the MMT clay was partially exfoliated, and the layered structure of the metal Schiff base intercalated MMT was clearly observed by SEM.
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Figure 9:      High magnification TEM image of Cu(II) Schiff base intercalated MMT clay.
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ABSTRACT: The thermal degradation behaviour and decomposition kinetics of oil palm empty fruit bunch (OPEFB) pellets were investigated using a thermogravimetric analyser and the distributed activation energy model (DAEM). The OPEFB pellets were heated from 30°C to 1000°C at three different heating rates (5, 10, 20°C min–1) under a nitrogen atmosphere. The thermogravimetric-derivative thermogravimetric (TG-DTG) curves revealed that the non-isothermal decomposition of OPEFB pellets occurred in the following three stages: drying (35°C–175°C), active pyrolysis (200°C–370°C) and passive pyrolysis (370°C–1000°C), which resulted in the loss of moisture, volatile matter and char, respectively. The distributed activation energy model was subsequently used to determine the apparent activation energies (E) and pre-exponential factors (A), which ranged from 37.89 kJ mol–1 to 234.05 kJ mol–1 and from 2.05 × 102 min–1 to 3.54 × 1018 min–1, respectively, for conversions of α = 0.05–0.70 during the thermal degradation. The wide E and A distributions obtained from the kinetic analysis are attributed to the complex chemical reactions of pyrolysis. The kinetic analysis revealed the kinetic compensation effect (KCE), with the highest E and A values occurring in the range of α = 0.2–0.4. This result indicates that the active pyrolysis stage is the rate-determining step during the thermal decomposition of OPEFB pellets.
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1.          INTRODUCTION

Utilising biomass resources from the oil palm industry is a potentially viable route to clean, renewable and sustainable biofuels in the future.1 Biomass resources can be converted to solid, liquid and gaseous fuels via thermal conversion processes such as gasification, combustion and pyrolysis.2 Biomass thermal conversion via pyrolysis is considered to be the most practical and efficient method due to its high fuel-to-feed ratio and fuel flexibility.3 However, this complex process requires comprehensive analyses to effectively and efficiently design, optimise and scale up suitable thermal energy conversion systems.4,5 Consequently, various thermal analysis techniques and mathematical models have been developed to investigate complex biomass conversion reactions.6

The most commonly used analytical technique for investigating the thermochemical reactions and decomposition kinetics of biomass pyrolysis is thermogravimetric analysis (TGA).7–9 This precise technique is used to measure the mass loss of a sample as a function of the temperature at a controlled heating rate under a gas atmosphere. TGA experiments can be performed under both isothermal and non-isothermal conditions. Non-isothermal methods are more common due to their high sensitivity to experimental noise and low susceptibility to mass loss errors.2,4 Furthermore, non-isothermal TGA requires fewer data points than isothermal TGA to investigate the solid-state decomposition kinetics of thermal conversion processes.10 In addition, isothermal TGA analysis suffers from mass errors that occur due to ramping to the desired temperature during the analysis.4 The thermal decomposition kinetics of algae,3 wood,11 orange waste12 and agricultural residues13–16 have been studied by non-isothermal TGA under inert conditions.

The mathematical constructs developed to estimate biomass decomposition kinetic parameters can be broadly classified into the following two methods: model-fitting and model-free.17 The kinetic analysis of biomass decomposition using model-fitting methods such as the Coats-Redfern and Freeman-Carroll methods can be problematic, especially when a single heating rate is employed. Applying these mathematical methods to non-isothermal data can result in substantial divergence and different kinetic parameter values for the same thermogravimetric curve.4,17

Model-free methods have been used to effectively address the problems associated with model-fitting methods. Furthermore, these methods do not require prior knowledge of the governing reaction model to estimate the kinetic parameters.17,18 Hence, biomass decomposition kinetic parameters can be determined as a function of conversion via an aptly termed isoconversional approach such as the distributed activation energy model (DAEM) developed by Vand.19 The DAEM model is commonly used to predict biomass devolatisation behaviour and decomposition kinetics under inert conditions.5,20,21 In this model, the devolatisation process is assumed to occur via a set of parallel, irreversible first-order reactions. Consequently, this model can be employed to investigate biomass pyrolysis kinetics using non-isothermal TGA data. However, one notable drawback of this model is that all the frequency factors are assumed to have the same value, which means the kinetic composition effect (KCE) is effectively neglected.21 Despite this problem, numerous studies have successfully used the DAEM model to obtain excellent fits of the pyrolysis kinetics of several biomass species.22–24

To date, the kinetic analysis of the pyrolytic decomposition of oil palm empty fruit bunch (OPEFB) pellets has not been reported in the literature, despite their enormous potential for clean energy and power generation in Malaysia. Therefore, this study aims to use non-isothermal thermogravimetry to investigate OPEFB pellet decomposition kinetics under an inert atmosphere at different heating rates using the DAEM. This study provides a clear understanding of the thermochemical degradation kinetics of OPEFB pellets by estimating the kinetic parameters and thus demonstrates their potential for use as a pyrolysis fuel.

2.          EXPERIMENTAL

OPEFB pellets were procured from the Felda Semenchu oil palm mill in Johor, Malaysia. The pellets were pulverised in a high-speed crusher machine (Kimah Malaysia, model RT 20) and sieved to obtain particles of < 125 μm. To determine the CHNS/O composition of the fuel, ultimate analysis was performed using a Vario Micro Cube™ elemental analyser. Proximate analysis was conducted using standard techniques for moisture (ASTM E871-82), volatile matter (ASTM E872-82), ash (ASTM E1755-01) and fixed carbon. All measurements were repeated three times to ensure the accuracy and repeatability of the method.

Thermal analysis of the powdered OPEFB pellets was performed in a Netzsch 209 F3 thermogravimetric analyser using high purity nitrogen (99.9%, flow rate = 50 ml min−1) as the purge gas. For each run, only 8-10 mg of the sample were used to prevent any secondary vapour-solid reactions from occurring and to eliminate mass-heat transfer effects during the thermal analysis. The samples were heated in an aluminium crucible from 30°C to 1000°C at heating rates of 5, 10 and 20°C min−1, which are characteristic conditions in fixed bed reactors.25,26


The thermal decomposition parameters, including the onset temperature Ti, peak decomposition temperature Tp, mass loss rate (MLR), burnout temperature Tf, and residual mass, were determined from the TG-DTG peaks using Proteus 6.1 thermal analysis software (Netzsch).

The decomposition kinetics of the OPEFB pellets were analysed using the DAEM. The DAEM was employed in this study because it was assumed that the non-isothermal pyrolytic decomposition of OPEFB pellets occurs via a set of irreversible first-order reactions.27 This model can be used to simulate the change in the overall conversion or the yield of a given component during a thermal conversion process.19 Therefore, the change in the volatile content during OPEFB pellet pyrolysis can be expressed as:
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where V is the total volatile content evolved at time t, V∞ is the effective volatile content of the fuel, Φ(E,T) describes the temperature-dependent activation energy E, f(E) is the normalised activation energy distribution curve for the irreversible first-order reactions, and A is the frequency factor corresponding to the activation energy E. The function Φ(E,T), which describes fuel devolatisation at the heating rate β, can be expressed mathematically as:27,28
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This equation can be solved by using numerical estimation techniques and introducing a step function at E = Es, where Es is the activation energy at a given temperature T and constant heating rate β. Therefore, the function Φ(E,T) in Equation 1 can be simplified to:
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This condition is valid when the following relation holds for E = Es:
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Consequently, Equation 4 is applicable for many combinations of β and f(E), and the expression for A that corresponds to activation energy E at heating rate β can be written as:
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Thus, an approximate equation for Φ(E,T) is:
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This mathematical approximation can be used to model i reactions occurring at temperature T and constant heating rate β as shown in Equation 7:
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Consequently, this approximation can be used to determine the overall reaction rates from the evolved and effective volatile contents Vi and Vi∞, respectively, for the ith first-order reaction at temperature T. Integrating Equation 7 results in the following expression for the devolatisation rate at a constant heating rate:
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After taking the natural logarithm of each side of the equation and rearranging it, Equation 8 becomes:

[image: art]

Using the relation 1–Vi/Vi∞ = Φ(E,T) = 0.58, a simplified form of Equation 9 can be obtained, resulting in the linear relationship between the kinetic parameters β, A, E and T shown in Equation 10. For simplicity, the term 0.6075 can be set to zero (0), which corresponds to the assumption that 1–Vi/Vi∞ = Φ(E,T) = e–1.
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By fitting a linear curve to the ln(β/T2) vs (1/T) plot, the activation energy E and frequency factor A can be determined from the slope and intercept, respectively, and the conversion (degree of degradation) α can then be calculated from the following relation in the DAEM model:9
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where mo, ma and mf are the initial, actual and final masses of the sample obtained at heating rate β and the corresponding temperature T (K) during the thermal analysis.

3.          RESULTS AND DISCUSSION

3.1        Ultimate and Proximate Analyses

The ultimate and proximate analysis results for the OPEFB pellets are presented in Table 1. The analyses were performed to determine the fuel elemental composition and predict the fuel decomposition behaviour during the thermal analysis. The components are denoted as follows: C - carbon, H - hydrogen, N - nitrogen, S - sulphur, O - oxygen, M - moisture, VM - volatile matter, FC - fixed carbon, A - ash and HHV - higher heating value (MJ kg−1).


Table  1:      Ultimate and proximate analyses of the OPEFB pellets.



	C

	H

	N

	S

	O

	M

	VM

	FC

	A

	HHV




	45.14

	6.05

	0.54

	0.20

	48.08

	8.11

	72.1

	14.91

	4.89

	17.57





The proximate analysis revealed a high volatile content (> 70 wt%) and low moisture (< 10 wt%), fixed carbon (< 20 wt%) and ash (< 5 wt%) contents. The heating value (17.57 MJ kg−1) of the OPEFB pellets is higher than that of OPEFB fibre,29–31 highlighting the effect of pelletisation on solid biomass fuel quality.

The low N and S contents indicate that small quantities of NOx and SOx pollutants are probably emitted during OPEFB pellet pyrolysis. Furthermore, the thermal conversion efficiency of OPEFB pellets should be relatively high due to their low moisture content, and reactor operational problems due to sintering, agglomeration and corrosion should be minimised by their low ash content.32

3.2        Thermal Analysis

Figure 1 shows the TG-DTG curves for the OPEFB pellets obtained at a heating rate of 20°C min–1. The results indicate that three distinct mass losses corresponding to different decomposition stages, i.e., drying (I), active pyrolysis (II) and passive pyrolysis (III) stages, occurred during the thermal conversion process.33,34 The drying stage (I), which was observed between 35°C and 175°C, involved the removal of light volatile compounds and water molecules bound by surface tension. The mass loss during drying was 8.0%, which is in agreement with the moisture (M) content measured by proximate analysis (Table 1).
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Figure 1:      TGA-DTG curves for the OPEFB pellets obtained at a heating rate of 20°C min–1.



A significant mass loss of 55% was observed during the active pyrolysis stage, which occurred between 200°C and 370°C. According to Shafizadeh,35 the major components of lignocellulosic biomasses are hemicellulose, cellulose and lignin, which decompose in the temperature ranges of 160°C–360°C, 240°C–390°C and 180°C–900°C, respectively.14 Therefore, during the active pyrolysis of OPEFB pellets in the temperature range of 200°C–70°C, hemicellulose and cellulose (holocellulose) were degraded. Similarly, Yang et al.14 showed that palm kernel shell decomposes between 220°C and 340°C due to hemicellulose and cellulose degradation. The shoulder peak at 305°C was attributed to hemicellulose degradation.2,5 The holocellulose components constitute the volatile (liquid and gas) biomass pyrolysis products.36

The final stage (III) occurred between 370°C and 1000°C and resulted in a mass loss of 15.18%, as indicated by the tailing observed in the TG-DTG curves. This stage is typically attributed to lignin decomposition, which occurs slowly over a broad temperature range of 180°C–900°C during thermal conversion.14,37 The slow lignin decomposition rate was due to the high lignin content, which resulted in char production as shown by a final residual char mass of 22.02% after thermal decomposition at a heating rate of 20°C min–1.

3.3        Effect of the Heating Rate on the Thermal Decomposition

Table 2 shows the effects of the heating rate (5, 10 and 20°C min–1) on the thermal characteristics, including the onset temperature Ti, peak decomposition temperature Tp, mass loss rate (MLR), and burnout temperature Tf, of the OPEFB pellets during active pyrolysis.


Table  2:      Thermal characteristics of the OPEFB pellets during active pyrolysis.



	Heating rate (°C min–1)

	Onset temp. Ti (°C )

	Peak temp. Tp (°C )

	Mass loss rate (MLR) (%/min)

	Burnout temp. Tf (°C)

	Residual weight (%)




	5

	257.40

	308.30

	4.05

	339.40

	11.03




	10

	266.40

	316.70

	7.75

	353.40

	15.29




	20

	273.30

	329.60

	13.84

	370.70

	22.02





The fuel thermal characteristics MLR, Ti, Tp and Tf increased as the heating rate increased. The average MLR, Ti, Tp and Tf values were 8.55% min–1, 265.70°C, 318.20°C and 354.50°C, respectively. The residual mass also increased from 11% to 22% as the heating rate was increased from 5°C min–1 to 20°C min–1. In addition, the results show that the fuel pyrolysis was initiated at temperatures above 250°C and the onset temperature increased with increasing heating rate. Similar results were reported for oil palm shell, kernel and fibre wastes.16 The effects of the heating rate on the OPEFB pellet decomposition are revealed by the TG and DTG curves shown in Figures 2 and 3, respectively.
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Figure 2:      TG curves for the thermal decomposition of the OPEFB pellets.
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Figure 3:      DTG curves for the thermal decomposition of the OPEFB pellets.




Similarly, the TG-DTG curves shifted to the right (to higher temperatures) as the heating rate increased, due to a thermal delay caused by increasing the heating rate, which resulted in a decrease in the fuel degradation time during its pyrolytic decomposition.6 Generally, higher heating rates increase the heat transfer in the system and reduce the melted solid viscosity, thereby increasing the volatile yield during thermal analysis. Similar findings have been reported in the literature.38,39

Consequently, it can be concluded that the pyrolysis reaction temperature, heating rate and holocellulose and lignin reactivities are the most significant factors influencing biomass thermal degradation. Therefore, the pyrolysis product yield, composition and distribution can be optimised by altering these parameters.

3.4        Kinetic Analysis

The DAEM model was used to determine the kinetic parameters of OPEFB pellet decomposition. The kinetic parameters of thermal reactions significantly affect their reactivity and sensitivity. The activation energy E is defined as the minimum amount of energy required for the reactants to react; therefore, higher E values mean slower overall reaction rates. Figure 4 shows the regression plots used to estimate the kinetic parameters for fuel conversions of α = 0.05–0.7 at different heating rates. The correlation coefficients of all the plots were high with an average R value of 0.9608.
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Figure 4:      Regression lines for the OPEFB pellet decomposition kinetics.




Using Equation 10, the apparent activation energies (E) and frequency factors (A) were calculated from the slopes and intercepts, respectively, of the linear curves fitted to the ln(β/T2) against (1/T) plots. The plots in Figure 4 indicate that for different V/V∞, the volatile conversion during the fuel thermal decomposition can be described by a set of parallel first-order reactions.28 Furthermore, it can be inferred that the drying, active pyrolysis and passive pyrolysis stages of the thermal decomposition occurred in the α ranges of 0.05–0.10, 0.20–0.60 and > 0.70, respectively. However, according to Aboyade et al.,17 the calculated E and A values can only be referred to as “apparent values” because they account for the contributions of competing reactions to the overall reaction rate. The apparent activation energies (E) and frequency factors (A) for the fuel are presented in Table 3.


Table  3:      Thermal Kinetic parameters of the OPEFB pellets.



	Conversion ( α )

	E ( kJ mol–1 )

	A (min–1)

	R




	0.05

	37.89

	2.05 × 1002

	0.9248




	0.10

	69.17

	9.75 × 1003

	0.9982




	0.20

	158.33

	1.14 × 1012

	0.9887




	0.30

	234.05

	3.54 × 1018

	0.9973




	0.40

	183.19

	1.74 × 1013

	0.9886




	0.50

	152.69

	1.26 × 1010

	0.9984




	0.60

	157.42

	1.23 × 1010

	0.9590




	0.70

	183.86

	1.66 × 1010

	0.8271




	Average

	147.08

	4.42 × 1017

	0.9603





The average E and A values were 147.08 kJ mol–1 and 4.42 × 1017 min–1, respectively. The apparent activation energy (E) ranged from 37 kJ mol–1 to 234 kJ mol–1, whereas the frequency factor ranged from 2.05 × 102 min–1 to 3.54 × 1018 min–1. For comparison, the average E values for selected biomasses determined using the DAEM model are presented in Table 4.


Table  4:      Apparent activation energies of lignocellulosic biomasses.



	Biomass
	Average E (kJ mol–1)

	Reference




	Cornstalk
	62–169

	17, 23, 35




	Jerusalem artichoke
	146–232

	5




	Birch
	178–216

	20




	Lignin
	83–195

	36




	Wood pellets
	136–299

	37




	Ethiopian mustard
	167–232

	38






The E and A values of the OPEFB pellets (Table 3) and other biomasses (Table 4) have wide distributions and fluctuate significantly in the kinetic analyses. These results can be attributed to the energy requirements of the complex chemical reactions that occur during thermal conversion. Furthermore, they highlight the effect of the conversion on the activation energy.9 Therefore, it can be inferred that the reaction rate of the drying stage (α = 0.05–0.10), which had an activation energy in the range of 37.89–69.17 kJ mol–1, was faster than those of the active pyrolysis (α = 0.20–0.60) and passive pyrolysis (α > 0.80) stages.

3.5        Kinetic Compensation Effect (KCE)

Figure 5 shows the relationships between the conversion and the kinetic parameters E and A. These relationships were found to be linear, demonstrating the kinetic compensation effect (KCE) in the thermal conversion of the OPEFB pellets. The KCE is the increase in the frequency factor A that occurs to offset an increase in the activation energy E.
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Figure 5:      Kinetic compensation effect for the OPEFB pellets.



This phenomenon can also describe the OPEFB reactivity during the thermal decomposition process. Based on the activation energy definition, high E values correspond to slow reaction rates. Therefore, at the OPEFB pellet conversion of α = 0.3, where E = 234.05 kJ mol–1 and A = 3.54 × 1018 min–1, the thermal decomposition rate was the slowest, possibly due to the complex volatile and holocellulose degradation reactions that led to significant mass loss during the thermal analysis. This result is consistent with those of Sun et al.,40 who found that the E values for cellulose and hemicellulose degradation range from 100 kJ mol–1 to 200 kJ mol–1, and confirms that the rate-determining step is active pyrolysis.

4.          CONCLUSION

In this study, a thermal analysis of OPEFB pellet decomposition under nitrogen flow and non-isothermal conditions was performed. The TG-DTG curves reveal that the OPEFB decomposition occurred in the following three distinct stages: drying, active pyrolysis and passive pyrolysis. Increasing the heating rate resulted in a significant lateral shift in the TG-DTG curves to higher temperatures. Similarly, the thermal parameters MLR, Ti Tp and Tf increased with increasing heating rate. Furthermore, pyrolysis was initiated at temperatures above 250°C at all the heating rates studied, and the most significant mass loss (55%) was observed during active pyrolysis. At a heating rate of 20°C min−1, the mass losses during drying and passive pyrolysis were 8% and 15%, respectively. The decomposition kinetics were analysed using the DAEM model to determine the activation energy E and frequency factor A. The apparent activation energies (E) were in the range of 37–234.05 kJ mol–1, and the frequency factors ranged from 2.05 × 102 min−1 to 3.54 × 1018 min−1. The kinetic compensation effect was observed during the thermal analysis of the fuel. Based on the results, OPEFB pellets can be successfully used as a pyrolysis feedstock.
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ABSTRACT: This study investigated the effect of 460 nm and 532 nm laser irradiation on anaemic blood compared with normal samples at different exposure times. Blood smears were prepared to study the effect of laser irradiation on erythrocyte deformability. Irradiation of normal and anaemic blood samples with 460 and 532 nm laser light significantly changed erythrocyte deformability. The deformability of both the normal and anaemic blood samples increased as the exposure time increased. The analysis also revealed that erythrocyte deformability is greater in anaemic blood than normal blood.

Keywords: Laser, anaemic, erythrocyte, deformability, blood samples


1.          INTRODUCTION

Lasers emit a beam of intense electromagnetic radiation that is essentially monochromatic or contains at most a few wavelengths that are only nearly monochromatic; the beam is typically only weakly divergent and is easily focused onto external optical systems.1 From a medical point of view, lasers are a convenient but sophisticated source of light in the visible, ultraviolet, and infrared parts of the spectrum.2 Easy to control, the light beam (of a single colour) can be focused into a small spot and, in many cases, the beam can be transmitted via flexible fibres, making internal delivery of light feasible.2

Low-intensity laser irradiation has primarily been shown to be useful in medical applications and is widely used in clinical practice.3–5 Such widespread interest in lasers largely resulted from the fact that their creation was an interdisciplinary enterprise. Because of its positive effect, laser therapy treatment has become a popular phenomenon, especially in the cosmetics industry.6,7 The use of visible light, which is considered safe, has attracted many to this treatment, including those who have anaemia, with the thought that it will not have any negative effect on them. However, in laser irradiation, a photon of light which is absorbed by a system is excited to another state and then releases its extra energy to achieve stability.8,9 Thus, an effect or interaction will still occur unless it is not absorbed in the system.

Laser irradiation of the blood, especially intravenously, has been utilised clinically in sports medicine and to treat acute cerebral infarction, diabetes, psoriasis and rheumatoid arthritis.10–12 The irradiation of red blood cells leads to deformability if it is given beyond a therapeutic level.9 Deformability is a basic rheological property of the erythrocyte that allows its membranes to undergo morphological changes.13 Erythrocyte deformability is an essential rheological feature that gives flexibility under shear stress; in particular, for blood in microcirculation, it allows erythrocytes to pass through narrow vessels.14 However, permanent deformability affects erythrocyte function and causes serious vascular complications.13,15,16 Thus, maintaining the appropriate percentage of deformability is crucial for the physiological function of red blood cells (RBCs).17 Studies have shown that deformation of red blood cell also causes the release of Adenosine Triphosphate (ATP) to participate with the circulation.16,18 A reduction in the ATP content of an erythrocyte can be associated with changes in shape, loss of membrane lipids, and an increase in cellular rigidity, which causes deformability.15,16

Studying the effects of low-level laser irradiation on the blood is very important, as blood is an important component of humans. Despite the positive effects of low-level lasers on the blood, the safety of the procedure needs to be considered, especially with regard to red blood cells and anaemic patients. Thus, this study reports the effect of 460 nm and 532 nm laser irradiation on the percentage of erythrocyte deformability of anaemic blood samples.

2.          EXPERIMENTAL

2.1        Blood Samples

Blood samples (~3 ml) from 32 males and 32 females ranging in age of 18-60 years old were selected based on the results of a full blood count (FBC). The samples were then categorised as normal or anaemic according to the haematological reference range, which was provided by the Haematology Laboratory, Hospital Universiti Sains Malaysia (HUSM). Three aliquots were prepared from each EDTA-treated blood sample. One served as a control (untreated), and the other two were irradiated with the 460 nm or 532 nm lasers.

2.2        Blood Irradiation

The lasers used in this research were a 460 nm blue laser diode and a 532 nm green diode-pumped solid-state laser with an output power of 100 mW. The beam diameter apertures of the 460 and 532 nm lasers were approximately 2.5 and 2.1 mm, respectively, with a divergence of less than 2.8 and 2.0 mrad, respectively. Laser was arranged vertically with the sample 6 cm to the later. The blood samples, approximately 3 ml each, were then irradiated with the lasers for exposure times of 30, 50, 70 and 90 s.

2.3        Morphological Analysis

A blood smear was prepared from each control and irradiated sample. The slides were then examined under a microscope and were analysed. Using these slides, we observed changes in erythrocyte shape before and after irradiation by the lasers. The percentage of erythrocyte deformability before and after irradiation was measured and recorded.

2.5        Statistical Analysis

The data were statistically analysed using paired t-tests to compare the effect of the 460 and 532 nm irradiation on erythrocyte deformability before and after irradiation. All statistical calculations and analyses were performed with the Statistical Package for Social Science (SPSS) software version 22.0.


3.          RESULTS AND DISCUSSION

Samples of both the normal and anaemic blood were irradiated at 460 nm and 532 nm to compare these two types of blood. The control was the unirradiated blood. Table 1 presents the effect on erythrocyte deformability before and after laser irradiation for the normal and anaemic samples at 460 nm and 532 nm. The table shows that laser irradiation of the normal and anaemic blood samples significantly changed the erythrocyte deformability (p-value = 0.000).


Table  1:      Erythrocyte deformability before and after laser irradiation.



	Exposure time (s)

	Normal samples

	Anaemic samples




	Control

	460 nm

	532 nm

	Control

	460 nm

	532 nm




	30

	97.93 ± 0.10

	96.98 ± 0.10

	98.03 ± 0.17

	39.03 ± 0.25

	41.00 ± 0.09

	38.98 ± 0.13




	50

	98.20 ± 0.34

	95.00 ± 0.14

	88.00 ± 0.10

	91.03 ± 0.13

	79.00 ± 0.08

	80.97 ± 0.21




	70

	86.03 ± 0.10

	82.00 ± 0.08

	81.00 ± 0.08

	81.00 ± 0.08

	71.00 ± 0.08

	81.00 ± 0.08




	90

	94.98 ± 0.17

	92.95 ± 0.06

	73.98 ± 0.13

	85.00 ± 0.08

	78.98 ± 0.17

	62.97 ± 0.13




	p-value

	

	0.000***

	0.000***

	

	0.000***

	0.000**





Statistical significance: ***p<0.01

The percentage of erythrocyte deformability for the normal and anaemic blood samples irradiated at 460 nm is shown in Figure 1. The normal samples irradiated at 460 nm showed increased deformability as the exposure time increased, except at the 90 s time point. For the anaemic samples, the erythrocyte deformability increased at 30 s and 50 s but started to drop slightly at 70 s and 90 s. Comparing both blood categories, the anaemic sample was affected more by the 460 nm laser irradiation.

Figure 2 shows the percentage of erythrocyte deformability for the normal and anaemic samples irradiated at 532 nm. After 30 s of exposure, only 1% erythrocyte deformability was observed for the normal samples, but it was 2% for the anaemic samples irradiated at 460 nm. By contrast, the deformability of both of the samples was unaffected after irradiation with the 532 nm laser, as shown in Figure 2. Erythrocyte deformability increased as the exposure time increased for the normal blood samples, with the exception of the 70-s exposure time point. Like the normal samples, the erythrocyte deformability of the anaemic blood samples increased as the exposure time increased. The highest percentage of deformability of the normal samples irradiated at 460 and 532 nm was observed at 70 s (4%) and 90 s (21%), respectively. However, for the anaemic samples, the highest deformability was observed at 50 s (12%) and 90 s (22%) when the samples were irradiated at 460 and 532 nm, respectively. At 90 s, irradiation of the blood samples at 532 nm resulted in greater deformability of both the normal and anaemic samples.
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Figure 1:      Percentage of erythrocyte deformability in normal and anaemic samples irradiated at 460 nm.
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Figure 2:      Percentage of erythrocyte deformability in normal and anaemic samples irradiated at 532 nm.




The anaemic blood was affected more than the normal blood samples. Morphologically, both the 460 and 532 nm lasers caused erythrocyte deformability, especially for the anaemic samples. We assumed that the 532 nm laser would affect erythrocyte deformability more than the 460 nm laser, as the greatest deformability percentage was observed after 90 s of irradiation with 532 nm. This effect is because the effective tissue penetration is maximised at 532 nm compared to 460 nm. Haemoglobin, which acts as a chromophore, absorbs more photons at higher absorption bands from the 532 nm laser than the 460 nm laser.9 Thus, the effect is more prominent. Previously, it was shown that laser irradiation improved red blood cell deformability.10,19,20 However, the radiation must be administered at a therapeutic dose and not beyond that.9 The correct dose will stimulate a positive effect, but a higher dose will cause damage to and inhibit the erythrocytes.21

Figure 3 shows images of blood smears from the normal blood samples. Figure 3A is the control unirradiated sample. The erythrocytes in this sample are in good condition. After irradiation for 50 s with the 460 nm laser (Figure 3B) and the 532 nm laser (Figure 3C), deformability of the erythrocytes was observed. Among the abnormal erythrocytes observed in the smears in Figure 3B and 3C are keratocytes, dacrocytes, boat-shaped cells and echinocytes. Irradiation at 532 nm affected the erythrocytes of the normal samples more than the 460 nm laser.

Figure 4 shows images of blood smears from the anaemic blood samples. Figure 4A is an image of the control unirradiated sample. The erythrocytes from this sample are in poor condition. Abnormal erythrocytes, such as echinocytes and dacrocytes, can already be observed. Irradiation for 50 s with the 460 nm and 532 nm lasers caused more deformability to the erythrocytes than in the control sample, as shown in Figure 4B and 4C, respectively. Among the abnormal erythrocytes observed in the smear in Figure 4B and 4C were schistocytes, acanthocytes, keratocytes, target cells and echinocytes.

Based on all the blood smears prepared, most of the abnormal cells observed were echinocytes, which are crenated compared to the other abnormal red blood cell variants. The echinocytes can become spherocytes as they lose membrane vesicles, which leads to a greater loss of surface area and volume and finally leads to haemolysis.22–24 Therefore, a suitable laser irradiation parameter must be carefully chosen after weighing the benefits and the risks.

The red blood cell lifespan depends on an adequate oxidative stress response. Red blood cells are made of protein, and denaturation can occur when the local heat is high, which causes shear stress to the red blood cell membrane and thus changes the shape of the red blood cell. Echinocytes also form because of decreased ATP generation, resulting in the loss of water and potassium from the red blood cells. Red blood cells have deformable structures that allow them to recover their initial shape after passing through very small capillaries, which is an important and essential feature for their blood flow properties.14,18,25,26 However, if the alteration and deformation of the red blood cell is severe, it may affect the ability of the cell to function properly. Thus, maintaining the percentage of deformability of red blood cells after laser irradiation is crucial.
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Figure 3:      Images of blood smears from normal blood samples of A) control unirradiated sample; B) irradiated at 460 nm; and C) irradiated at 532 nm.
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Figure 4:      Images of blood smears from normal blood samples of A) control unirradiated sample; B) irradiated at 460 nm; and C) irradiated at 532 nm.



4.          CONCLUSION

Red blood cells are important cells for humans that regulate the functions of the whole body. Irradiating normal and anaemic blood samples with 460 and 532 nm lasers significantly changes their deformability. The deformability of both the normal and anaemic blood samples increased as the exposure time increased. The analysis also revealed that the deformability of anaemic blood samples is greater than that of normal blood samples. Therefore, a suitable laser irradiation parameter must be carefully chosen after weighing the benefits and the risks.
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ABSTRACT: The mass attenuation coefficient (μm), half-value layer (HVL) and mean free path for xZnO-(100-x) TeO2, where x = 10, 20, 30, and 40 mol.%, have been measured with 0.662, 1.173 and 1.33 MeV photons emitted from 137Cs and 60Co using a 3 × 3 inch NaI(Tl) detector. Some relevant parameters, such as the effective atomic numbers (Zeff) and electron densities (Nel), of the glass samples have also been calculated in the photon energy range of 0.015–15 MeV. Moreover, exposure buildup factors (EBF) were estimated using the five-parameter Geometric Progression (G-P) fitting approximation for penetration depths up to 40 times the mean free path and within the same energy range of 0.015–15 MeV. The measured mass attenuation coefficients were found to agree satisfactorily with the theoretical values obtained using WinXCom. The effective atomic numbers (Zeff) and electron densities (Nel) were found to be the highest for a 40ZnO-60TeO2 glass in the energy range of 0.04–0.2 MeV. The 10ZnO-90TeO2 glass sample had lower values of gamma ray exposure buildup factors in the intermediate energy region. These data on the radiation shielding characteristics of zinc tellurite glasses may be useful for the design of gamma radiation shields.

Keywords: Mass attenuation coefficient, effective atomic number, electron density, exposure buildup factors, tellurite glass


1.          INTRODUCTION

High-energy gamma rays are a type of electromagnetic radiation, emitted by radioisotopes or other radiation sources, that can travel distances of many kilometres within seconds. Gamma ray emitting isotopes have been used extensively in many fields, such as industry, agriculture and medicine. It is very important to develop effective mixtures of materials that can act as shields against such nuclear radiation.1–3 Materials having high atomic-number constituents, such as tellurite (Z = 52), are widely used in radiation shields due to their strong attenuation of X-rays, gamma rays and fast neutrons.4 The preparation and modification of transparent glasses are essential for the development of a proper radiation shield. Tellurites transmit wavelengths in the range of 0.5 μm to 6 μm, display good mechanical and thermal stability and are not photosensitive.5–9 The addition of ZnO to tellurite increases glass formation and thermal stability.10,11

The gamma radiation shielding properties of different compounds were evaluated using parameters, such as mass attenuation coefficient (μm), half-value layer (HVL), effective atomic number (Zeff), electron density (Nel) and buildup factors (BFs).12 The EBF refers to the exposure in the air after penetration through the absorber or shielding material. Since a primary assessment of radiation protection is the exposure field before and after the use of a radiation shield, exposure buildup factors are often of more general use, with appropriate adjustments for air exposure, to obtain the absorbed dose.13 The build-up factor values have been computed by various codes, such as the Geometric Progression (GP) method,14 iterative method,15 invariant embedding method,16,17 and Monte Carlo method.18 The American National Standards ANSI/ANS 6.4.319 used a GP fitting method and provided build-up factor data for 23 elements, along with water, air and concrete, at 25 standard energies in the energy range of 0.015-15 MeV, with suitable intervals, up to a penetration depth of 40 mean free paths.

While several studies have been performed to investigate the degree of radiation attenuation in different glass samples,20–25 the radiation shielding characteristics of the selected zinc tellurite glasses have not yet been investigated yet, which prompted us to carry out this work. In the present work, the mass attenuation coefficients were measured for tellurite glasses at photon energies of 0.662, 1.173 and 1.33 MeV. The effective atomic numbers (Zeff) and electron densities (Nel) of the glass samples were calculated in the energy range of 0.015-15 MeV. The gamma ray exposure buildup factors (EBF) of the glass systems were computed for penetration depths up to 40 mean free paths in the energy range of 0.015-15 MeV.

2.          EXPERIMENTAL

2.1        Sample Preparation

The glass systems made of composite xZnO-(100-x)TeO2, where x = 10, 20, 30, and 40 mol%, were prepared by a rapid melt quenching technique using TeO2 and ZnO (99.99%). Exact mole ratios of the reactants were mixed thoroughly with an agate mortar. The mixtures were initially heated in a ceramic crucible in an electrical muffle furnace at 1073K for 60 min, and the melt was swirled frequently to ensure proper mixing and homogeneity. The melt was then quenched to room temperature. The obtained samples were annealed by transferring them into another electrical furnace at a temperature of 623K for 4 h and slowly cooling to room temperature to minimise the cracking and thermal stress of the glasses.26–28 The samples were prepared with different thicknesses (0.5–1.3 cm). The relative error in the thickness was found to be ±0.002 cm. The densities of the prepared glassy samples were determined by the Archimedes method via immersion in a liquid, such as acetone. The chemical composition of the glass samples, densities, molar volume and thickness are listed in Table 1.


Table  1:      Chemical composition, density, molar volume (Mv) and thickness of glass samples.



	Sample

	Composition (mole fraction)

	Density ρ (g cm–3)

	Mv (cm3 mol–1)

	Thickness* (cm)




	ZnO

	TeO2




	1

	10

	90

	5.048 ± 0.050

	30.067

	0.523




	2

	20

	80

	5.101 ± 0.051

	28.221

	0.752




	3

	30

	70

	5.149 ± 0.051

	26.439

	0.912




	4

	40

	60

	5.181 ± 0.052

	24.766

	1.321





*The relative error in the thickness error was found as ±0.002 cm

2.2        Measurements

The mass attenuation coefficient measurements were performed with a gamma ray spectrometer, which employed a scintillation detector (3 × 3 inch) (Figure 1). The hermetically sealed assembly included a high-resolution NaI (Tl) crystal, photomultiplier tube, internal magnetic/light shield, aluminium housing and a 14-pin connector coupled to PC-MCA Canberra Accuspec. It had the following specifications: (1) resolution 7.5%, specified at the 662 keV peak of 137Cs; (2) an aluminium window 0.5 mm thick, with a density of 147 mg cm–2; (3) a 1.6 mm thick reflector oxide with a density of 88 mg cm–2; (4) a conical lined steel magnetic/light shield; and (5) a +902 volt DC operating voltage. A dedicated software program, Genie 2000 from Canberra, was used to carry out the on-line analysis of each measured gamma ray spectrum. The detection array was energy calibrated using 60Co (1173.2 and 1332.5 keV), 133Ba (356.1 keV) and 137Cs (661.9 keV).
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Figure 1:      Narrow beam experiment geometry.



The experimental mass attenuation coefficients μm) of the glass samples have been measured by the well-known Beer-Lambert equation:
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Where I0 and I are the incident and transmitted intensities, ρ is the density of material (g cm–3) and t is the thickness of the absorber (cm). The glass samples were irradiated by 0.662, 1.173 and 1.33 MeV photons from 5 μCi 137Cs and 60Co radioactive sources. The measurements were taken for four hours and were repeated 5 times for each sample.

3.          CALCULATIONS

3.1        Effective Atomic Number and Electron Density

The total photon interaction cross section (σt) of the glasses was determined using the mass attenuation coefficient μm) via the following equation:
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Where M = Σi  Ai ni is the molecular weight of the sample, Ai is the atomic weight of the i-th element, ni is the number of formula units of the molecule and NA is Avogadro’s number.

The effective atomic cross section σa is calculated using the following equation:
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The total electronic cross section σe is calculated by:
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where fi denotes the fractional abundance of element I, and Zi is the atomic number of the constituent element.

The effective atomic number (Zeff) is related to σa and σe by the following equation:
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The electron density (number of electrons per unit mass, [Nel]) of the sample can be calculated by the following equation:
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3.2.        Buildup Factors

The logarithmic interpolation method for the equivalent atomic number (Zeq) was used to calculate the exposure buildup factor values and the G-P fitting parameters of the tellurite glass samples. The computation method is illustrated step-by-step as follows:

	Calculation of equivalent atomic number (Zeq);
	Calculation of the G-P fitting parameters; and
	Calculation of the exposure buildup factors


Since any single element has a fixed atomic number Z, a mixture, such as the zinc tellurite glasses studied here, will have an equivalent atomic number (Zeq), which describes the properties the of glass systems. Because the partial interaction of a gamma ray with a material depends on the energy, Zeq is an energy dependent parameter. Using the winXCom program,29,30 the total mass attenuation coefficient of selected ZnO-TeO2 glasses and Compton partial mass attenuation coefficient for elements from Z = 4 to Z = 50 were obtained in the energy range of 0.015–15 MeV. The equivalent atomic number was calculated by matching the ratio of the Compton partial mass attenuation coefficient to the total mass attenuation coefficient of the selected glass systems with an identical ratio of a single element of the same energy. The following formula was used to interpolate the Zeq:31
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where Z1 and Z2 are the atomic numbers of the elements corresponding to the ratios R1 and R2, respectively, and R is the ratio of the glass sample at a specific energy. For example, the ratio (μ/ρ)Compton/(μ/ρ)total of 10ZnO-90TeO2 at an energy of 0.3 MeV is 0.635, which lies between R1 = (μ/ρ)Compton/(μ/ρ)total = 0.628 of Z1 = 46 and R2 = (μ/ρ)Compton/(μ/ρ)total = 0.645 of Z = 47. Using Equation 7, Zeq = 46.42 is calculated. The G-P fitting parameters are calculated using a similar logarithmic interpolation method to that used for Zeq. The G-P fitting parameters for the elements were taken from a report by the American Nuclear Society.19 The G-P fitting parameters for the glass samples were logarithmically interpolated using the same formula as follows:31

[image: art]

where C1 and C2 are the values of the G-P fitting parameters corresponding to the atomic numbers of Z1 and Z2, respectively, at a given energy. The G-P fitting parameters were used to calculate the exposure buildup factors of the glasses as follows:32
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where,
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where E is the incident photon energy and x is the penetration depth in mfp. Variables a through d, along with Xk, are the G-P fitting parameters. The variation of the parameter K with the penetration depth represents the photon dose multiplication and a change in the shape of the spectrum.

4.          RESULTS AND DISCUSSION

The density (ρ) and the molar volume (Mv) of the investigated glasses are listed in Table 1. It is observed that the density of the glass increased from 5.048-5.181 (g m−3) with the substitution of TeO2 by ZnO, while the molar volume decreased from 30.067 to 24.766 (cm3 mol–1). The increase in density indicates that the zinc ions entered the tellurite glass network, which is related to the variation of the molar volume of the samples. The decrease in the molar volume is due to the decrease in the bond length, or inter-atomic spacing, between the atoms, which may be attributed to an increase in the stretching force constant (216–217.5 N m−1) of the bonds inside the glass network. Hence, the radius of the Zn2+ (0.074 nm) ions is much smaller than that of Te2+ (0.097 nm), resulting in a more compact and dense glass. The addition of ZnO is probably caused by a change in the crosslink density and coordination number of the Te2+ ions.31

4.1        Mass Attenuation Coefficient (μM)

The experimental and theoretical values of the mass attenuation coefficients for the four glass samples at gamma energies of 0.662, 1.173 and 1.33 MeV are given in Table 2. The theoretical values of the mass attenuation coefficients were calculated using WinXCom.28 The estimated error in the experimental measurements was ≤ 2%. It is clear from Table 2 that the mass attenuation coefficients of the glass samples decreased with increasing gamma energy. At a low photon energy, the most important reaction between the studied glass samples and the gamma rays was the photoelectric effect, which decreases with increasing gamma energy. The behaviour of the mass attenuation coefficient at intermediate photon energies may be attributed to a Compton scattering process. The values of the mass attenuation coefficient are dependent on the elemental composition and, consequently, on the glass density.32 The experimental values (μm) increased with increasing ZnO content. This behaviour may be attributed to the addition of ZnO, which increases the glass density and decreases the molar volume, indicating that the glass structure becomes more compact and dense. The experimental mass attenuation coefficient values are in good agreement with the theoretical values.


Table  2:      Theoretical (µm)Xcom and experimental (µm)exp mass attenuation coefficient of glass systems.



	Sample

	0.662 MeV

	1.173 MeV

	1.33 MeV




	μm × 10-2 (cm2 g–1)




	WinXcom

	Exp.

	WinXcom

	Exp.

	WinXcom

	Exp.




	1

	7.272

	7.138 ± 0.134

	5.322

	5.216 ± 0.106

	4.971

	4.872 ± 0.099




	2

	7.275

	7.149 ±  0.126

	5.347

	5.239 ± 0.108

	4.998

	4.898 ± 0.100




	3

	7.279

	7.142 ± 0.137

	5.386

	5.277 ±  0.109

	5.037

	4.936 ± 0.101




	4

	7.28

	7.139 ± 0.141

	5.399

	5.305 ±  0.094

	5.050

	4.949 ± 0.101





4.2        HVL and MFP

The half-value layer was calculated using the linear attenuation coefficient (in cm–1) as follows:
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Where μ (μ = ρ × μm) is the linear attenuation coefficient, and the values of HVL are listed in Table 3. Figure 2 shows that the HVL values decreased with increasing values of ZnO in the glass systems at the photon energies of 0.662, 1.173 and 1.33 MeV, which is due to an increase in the mass attenuation coefficient and density by replacing TeO2 with ZnO. As shown in Figure 2, the half-value layer of the glass samples is lower than the corresponding values for barite and ferrite concretes at 0.662 and 1.33 MeV photon energies.22 It has been observed that ZnO-TeO2 class systems are better than concrete at absorbing gamma rays, indicating the potential for utilising the prepared glasses as radiation shields.


Table  3:      HVL and MFP of glass systems.



	Sample

	HVL (cm)

	MFP (cm)




	0.662 MeV

	1.173 MeV

	1.330 MeV

	0.662 MeV

	1.173 MeV

	1.330 MeV




	1

	1.893

	2.590

	2.773

	2.73

	3.74

	4.00




	2

	1.870

	2.546

	2.724

	2.70

	3.67

	3.93




	3

	1.852

	2.509

	2.684

	2.67

	3.62

	3.87




	4

	1.839

	2.480

	2.651

	2.65

	3.58

	3.83
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Figure 2:      Variation of half value layer as a function of ZnO at 0.662 and 1.33 MeV photon energy in the (●) ZnO-TeO2 glass systems. Theoretical values at same energies for barite concrete and ferrite concrete.



The values of the mean free path (MFP) (cm–1) of the prepared glass samples were obtained using the following equation:31
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Table 3 shows that the values of the mean free path of the prepared glass samples decreased with increasing ZnO content. The MFP values of the ZnO-TeO2 glasses were compared with some standard radiation shielding concretes33 (Figure 3). Figure 3 shows that the values of the mean free path are lower than those in ilmenite, basalt-magnetite, haematite-serpentine and ordinary concretes at 0.662, 1.173, and 1.33 MeV photon energies. This result indicates that the glass samples are better radiation shielding materials compared with standard shielding concretes. A material to be used as a gamma ray radiation shielding material must have low values of HVL and MFP. Therefore, the results indicated that ZnO-TeO2 glass systems, which show lower values of HVL and MFP at photon energy 0.662, 1.173 and 1.33 MeV, are better for gamma ray shielding. Hence, it is thought that the prepared glass samples can be promising candidates for non-conventional alternatives for gamma ray shielding applications.
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Figure 3:      Variation of mean free path as a function of ZnO oxide at 0.662, 1.173 and 1.33 MeV photon energy in the (●) ZnO-TeO2 glass systems. Theoretical values at same energies for ordinary concrete, hematite-serpentine, basalt-magnetite and ilmentite.




4.3        Effective Atomic Number (Zeff) and Electron Density (Nel)

The effective atomic number (Zeff) and electron density (Nel) of the glass samples in the energy range of 0.015–15 MeV are presented in Table 4. Equations 5 and 6 have been used, respectively, to calculate the effective atomic number (Zeff) and electron density (Nel). The variation of Zeff with photon energy for all interaction processes in the glasses is shown in Figure 4. It can be observed that initially, the photoelectric interaction dominates and the effective atomic number remains almost constant in the energy range of 0.015–0.03 MeV. Then, it starts increasing and reaches a maximum at 0.04 MeV. Finally, it decreases sharply with increasing energy up to 1 MeV, which indicates that the Compton scattering process begins to occur. In the intermediate energy region (0.6–2 MeV), the Zeff values have been found to be almost constant for the selected materials, which clearly indicates that the Compton scattering cross section depends only on the energy and is almost independent of the composition of the materials. Finally, the effective atomic number increased with increasing photon energy. This is due to the domination of the pair production process, whose cross section is proportional with Z2. Figure 4 shows that in the photon energy range 0.04–0.6 MeV, the 10ZnO-90TeO2 glass sample has the highest effective atomic number. The variation of electron density when investigating glass systems with photons in the range of 0.015–15 MeV have demonstrated the same behaviour of Zeff as shown in Figure 5.


[image: art]

Figure 4:      The variation of Zeff with photon energy of glass samples.




Table  4:      Effective atomic number (Zeff) and electron density (Nel) × 1023 of glass samples.



	Energy (MeV)

	10ZnO

	20ZnO

	30ZnO

	40ZnO




	Zeff

	Nel

	Zeff

	Nel

	Zeff

	Nel

	Zeff

	Nel




	0.015

	33.087

	4.134

	35.074

	4.382

	37.062

	4.631

	39.050

	4.879




	0.02

	32.977

	4.120

	34.995

	4.372

	37.012

	4.624

	39.029

	4.876




	0.03

	32.859

	4.106

	34.816

	4.350

	36.773

	4.595

	38.730

	4.839




	0.04

	57.927

	7.238

	53.289

	6.658

	48.652

	6.079

	44.014

	5.499




	0.05

	57.667

	7.205

	52.995

	6.621

	48.322

	6.038

	43.650

	5.454




	0.06

	56.989

	7.120

	52.355

	6.541

	47.722

	5.963

	43.089

	5.384




	0.08

	54.585

	6.820

	50.205

	6.273

	45.826

	5.726

	41.447

	5.179




	0.1

	51.195

	6.397

	47.233

	5.901

	43.270

	5.406

	39.308

	4.911




	0.15

	41.771

	5.219

	39.046

	4.879

	36.320

	4.538

	33.594

	4.197




	0.2

	34.468

	4.307

	32.734

	4.090

	31.001

	3.873

	29.268

	3.657




	0.3

	27.043

	3.379

	26.336

	3.291

	25.629

	3.202

	24.923

	3.114




	0.4

	24.179

	3.021

	23.873

	2.983

	23.567

	2.945

	23.261

	2.906




	0.5

	22.891

	2.860

	22.767

	2.845

	22.643

	2.829

	22.520

	2.814




	0.6

	22.229

	2.777

	22.200

	2.774

	22.170

	2.770

	22.141

	2.766




	0.8

	21.596

	2.698

	21.657

	2.706

	21.718

	2.714

	21.779

	2.721




	1

	21.310

	2.663

	21.412

	2.675

	21.514

	2.688

	21.616

	2.701




	1.5

	21.185

	2.647

	21.312

	2.663

	21.439

	2.679

	21.566

	2.695




	2

	21.505

	2.687

	21.608

	2.700

	21.710

	2.713

	21.813

	2.725




	3

	22.548

	2.817

	22.567

	2.820

	22.585

	2.822

	22.604

	2.824




	4

	23.681

	2.959

	23.609

	2.950

	23.537

	2.941

	23.465

	2.932




	5

	25.720

	3.214

	25.491

	3.185

	25.262

	3.156

	25.033

	3.128




	6

	27.353

	3.418

	27.001

	3.374

	26.649

	3.330

	26.297

	3.286




	8

	28.649

	3.579

	28.198

	3.523

	27.747

	3.467

	27.297

	3.411




	10

	30.887

	3.859

	30.259

	3.781

	29.632

	3.702

	29.004

	3.624




	15

	33.087

	4.134

	35.074

	4.382

	37.062

	4.631

	39.050

	4.879
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Figure 5:      The variation of Nel with photon energy of glass samples.



4.4        Gamma Ray Buildup Factors of the Glass Samples

4.4.1        Photon energy dependence

The calculated equivalent atomic numbers (Zeq) and EBF G-P fitting parameters for the glass samples in the energy range of 0.015–15 MeV are shown in Tables 5–8. Figure 6 shows the variation in the exposure buildup factor with photon energy for the glass samples at different penetration depths. It is observed that the exposure (EBF) buildup factors of the glass samples are small at both low and high energies. This may be attributed to the absorption processes, photoelectric effect and pair-production dominating at the low and high energy regions, respectively, in which photons are completely absorbed or removed. A sharp peak in the EBF values was observed at 40 keV as shown in Figure 6, which may be due to the K-absorption edge of Te at approximately 31.8 keV. Around the K-edge of high-Z elements, the mass attenuation coefficients jump to very large values at the upper side of the K-edge, and the element exhibits two mass attenuation coefficients, corresponding to the lower and upper sides of the edge. This abrupt change in the mass attenuation coefficient could lead a sharp peak in the buildup factor. The EBF values increase with increasing photon energies and show a maximum at 0.8 MeV due to multiple Compton scattering at intermediate energies. In Compton scattering, photons are not completely removed, but rather they lose energy. Finally, the EBF values begin to decrease upon further increases in the photon energy up to 8 MeV due to pair production. We found that EBF values increased at a high energy (>8 MeV) for all of the glass samples and showed increasing penetration depths, which might be due to the increase in multiple scattering as the penetration depth increased. The EBF values were found to be in the range of 1.005–4180.6, 1.004–2730.3, 1.004–1741.2 and 1.004–1073.1 for the 10ZnO, 20ZnO, 30ZnO, and 40ZnO glass samples, respectively. The dependence on the chemical composition agreed with what was observed elsewhere.34


Table  5:      Equivalent atomic number (Zeq) and G-P exposure (EBF) buildup factor coefficients for 10ZnO-90TeO2 glass sample.



	Energy (MeV)

	Zeq

	EBF




	b

	c

	a

	Xk

	d




	0.015

	24.78

	1.005

	1.385

	–0.449

	5.861

	0.312




	0.02

	24.89

	1.013

	0.182

	0.547

	11.307

	–0.528




	0.03

	25.12

	1.032

	0.374

	0.195

	26.998

	–0.291




	0.04

	44.48

	3.820

	0.618

	0.091

	24.341

	–0.063




	0.05

	44.90

	3.254

	0.212

	–0.088

	13.814

	–0.056




	0.06

	45.19

	2.634

	0.101

	0.628

	12.258

	–0.109




	0.08

	45.57

	1.730

	0.026

	0.788

	14.892

	–0.208




	0.1

	45.81

	1.276

	0.179

	0.488

	13.770

	–0.238




	0.15

	46.16

	1.229

	0.401

	0.231

	14.165

	–0.126




	0.2

	46.35

	1.353

	0.506

	0.172

	14.477

	–0.095




	0.3

	46.58

	1.480

	0.682

	0.095

	14.336

	–0.047




	0.4

	46.70

	1.601

	0.828

	0.054

	14.156

	–0.039




	0.5

	46.78

	1.672

	0.912

	0.033

	14.163

	–0.031




	0.6

	46.84

	1.702

	0.968

	0.017

	13.990

	–0.022




	0.8

	46.88

	1.728

	1.026

	0.002

	14.064

	–0.016




	1

	46.90

	1.721

	1.052

	–0.004

	13.430

	–0.014




	1.5

	46.12

	1.595

	1.140

	–0.025

	10.981

	–0.002




	2

	44.16

	1.588

	1.122

	–0.020

	12.758

	–0.006




	3

	41.70

	1.558

	1.065

	0.000

	12.828

	–0.028




	4

	40.76

	1.508

	1.023

	0.015

	13.324

	–0.041




	5

	40.25

	1.514

	0.950

	0.042

	13.552

	–0.066




	6

	39.90

	1.487

	0.931

	0.052

	13.738

	–0.074




	8

	39.49

	1.501

	0.892

	0.073

	14.042

	–0.091




	10

	39.28

	1.464

	0.964

	0.056

	14.156

	–0.075




	15

	39.18

	1.501

	1.090

	0.038

	14.220

	–0.061






Table  6:      Equivalent atomic number (Zeq) and G-P exposure (EBF) buildup factor coefficients for 20ZnO-80TeO2 glass sample.



	Energy (MeV)

	Zeq

	EBF




	b

	c

	a

	Xk

	d




	0.015

	25.11

	1.004

	1.432

	–0.477

	5.791

	0.323




	0.02

	25.22

	1.012

	0.166

	0.569

	11.332

	–0.555




	0.03

	25.44

	1.030

	0.374

	0.193

	27.873

	–0.301




	0.04

	42.90

	3.896

	0.431

	0.089

	23.728

	–0.043




	0.05

	43.34

	3.177

	0.120

	–0.209

	12.835

	0.003




	0.06

	43.66

	2.528

	0.055

	0.851

	14.732

	–0.127




	0.08

	44.05

	1.701

	0.029

	0.779

	14.687

	–0.228




	0.1

	44.31

	1.231

	0.225

	0.412

	13.762

	–0.207




	0.15

	44.70

	1.233

	0.431

	0.211

	14.252

	–0.113




	0.2

	44.91

	1.392

	0.509

	0.172

	14.417

	–0.096




	0.3

	45.17

	1.512

	0.697

	0.091

	14.382

	–0.046




	0.4

	45.31

	1.633

	0.846

	0.050

	14.163

	–0.037




	0.5

	45.39

	1.700

	0.930

	0.028

	14.210

	–0.029




	0.6

	45.44

	1.728

	0.984

	0.013

	13.976

	–0.021




	0.8

	45.49

	1.749

	1.039

	–0.001

	14.052

	–0.015




	1

	45.52

	1.738

	1.063

	–0.007

	13.430

	–0.013




	1.5

	44.64

	1.605

	1.147

	–0.027

	9.640

	–0.001




	2

	42.47

	1.598

	1.126

	–0.021

	12.651

	–0.006




	3

	39.95

	1.565

	1.064

	–0.001

	12.755

	–0.026




	4

	39.00

	1.513

	1.023

	0.015

	13.272

	–0.039




	5

	38.50

	1.510

	0.958

	0.039

	13.512

	–0.061




	6

	38.17

	1.479

	0.940

	0.048

	13.668

	–0.069




	8

	37.77

	1.480

	0.901

	0.068

	13.964

	–0.086




	10

	37.57

	1.438

	0.964

	0.054

	14.120

	–0.072




	15

	37.47

	1.455

	1.072

	0.040

	14.259

	–0.061






Table  7:      Equivalent atomic number (Zeq) and G-P exposure (EBF) buildup factor coefficients for 30ZnO-70TeO2 glass sample.



	Energy (MeV)

	Zeq

	EBF




	b

	c

	a

	Xk

	d




	0.015

	25.41

	1.004

	1.477

	–0.504

	5.725

	0.333




	0.02

	25.53

	1.012

	0.152

	0.590

	11.355

	–0.579




	0.03

	25.74

	1.029

	0.374

	0.191

	28.675

	–0.310




	0.04

	41.31

	3.811

	0.322

	0.095

	22.971

	–0.035




	0.05

	41.75

	3.077

	0.043

	–0.308

	11.975

	0.053




	0.06

	42.08

	2.414

	0.007

	1.091

	17.382

	–0.147




	0.08

	42.49

	1.671

	0.032

	0.770

	14.470

	–0.249




	0.1

	42.77

	1.183

	0.275

	0.331

	13.754

	–0.173




	0.15

	43.17

	1.238

	0.464

	0.191

	14.346

	–0.100




	0.2

	43.38

	1.434

	0.511

	0.173

	14.352

	–0.098




	0.3

	43.67

	1.548

	0.714

	0.086

	14.432

	–0.044




	0.4

	43.81

	1.667

	0.866

	0.045

	14.170

	–0.036




	0.5

	43.93

	1.731

	0.951

	0.023

	14.261

	–0.027




	0.6

	43.97

	1.756

	1.000

	0.009

	13.961

	–0.020




	0.8

	44.04

	1.771

	1.053

	–0.004

	14.039

	–0.014




	1

	44.02

	1.757

	1.075

	–0.009

	13.430

	–0.012




	1.5

	42.93

	1.616

	1.155

	–0.029

	8.171

	0.000




	2

	40.79

	1.609

	1.127

	–0.021

	12.312

	–0.005




	3

	38.19

	1.572

	1.063

	–0.001

	12.678

	–0.025




	4

	37.27

	1.518

	1.023

	0.014

	13.218

	–0.037




	5

	36.44

	1.505

	0.966

	0.035

	13.472

	–0.056




	6

	36.44

	1.471

	0.949

	0.043

	13.595

	–0.063




	8

	36.12

	1.458

	0.912

	0.063

	13.884

	–0.081




	10

	35.89

	1.411

	0.964

	0.052

	14.082

	–0.070




	15

	35.80

	1.408

	1.054

	0.042

	14.298

	–0.062






Table  8:      Equivalent atomic number (Zeq) and G-P exposure (EBF) buildup factor coefficients for 40ZnO-60TeO2 glass sample.



	Energy (MeV)

	Zeq

	EBF




	b

	c

	a

	Xk

	d




	0.015

	25.70

	1.004

	1.518

	–0.528

	5.664

	0.342




	0.02

	25.82

	1.012

	0.138

	0.608

	11.377

	–0.602




	0.03

	26.03

	1.020

	0.374

	0.190

	29.160

	–0.314




	0.04

	39.66

	3.492

	0.323

	0.111

	21.988

	–0.042




	0.05

	40.11

	2.856

	0.077

	–0.248

	12.075

	0.031




	0.06

	40.44

	2.275

	0.041

	1.015

	17.114

	–0.147




	0.08

	40.85

	1.626

	0.064

	0.724

	14.368

	–0.245




	0.1

	41.13

	1.165

	0.312

	0.283

	13.758

	–0.152




	0.15

	41.55

	1.249

	0.495

	0.172

	14.407

	–0.089




	0.2

	41.79

	1.477

	0.518

	0.171

	14.281

	–0.098




	0.3

	42.08

	1.587

	0.732

	0.080

	14.487

	–0.043




	0.4

	42.24

	1.705

	0.888

	0.039

	14.179

	–0.034




	0.5

	42.34

	1.766

	0.973

	0.017

	14.318

	–0.024




	0.6

	42.40

	1.788

	1.019

	0.005

	13.944

	–0.019




	0.8

	42.47

	1.796

	1.068

	–0.007

	14.024

	–0.013




	1

	42.49

	1.777

	1.088

	–0.012

	13.430

	–0.011




	1.5

	41.41

	1.628

	1.162

	–0.030

	7.557

	0.001




	2

	38.94

	1.620

	1.126

	–0.021

	11.860

	–0.005




	3

	36.42

	1.580

	1.063

	–0.002

	12.597

	–0.023




	4

	35.53

	1.524

	1.023

	0.013

	13.161

	–0.035




	5

	35.08

	1.500

	0.974

	0.031

	13.429

	–0.051




	6

	34.78

	1.462

	0.959

	0.039

	13.519

	–0.058




	8

	34.44

	1.436

	0.922

	0.058

	13.802

	–0.075




	10

	34.26

	1.385

	0.963

	0.050

	14.045

	–0.067




	15

	34.17

	1.360

	1.035

	0.044

	14.338

	–0.062
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Figure 6:      The exposure buildup factor (EBF) for the glass samples in the energy region 0.015–15 MeV at different penetration depth.



4.4.2        Penetration depth dependency

Figure 7 shows the variation of the EBF with penetration depth for four incident photon energies (0.015, 0.15, 1.5, and 15 MeV). It is clear that the of EBF values increased with increasing penetration depth for the glass samples. At low penetration depths, up to 3 mfp and 0.15 MeV incident photon energy, the EBF values remained constant with increasing ZnO content. At a photon energy of 1.5 MeV, the EBF values remained constant with increasing ZnO content and penetration depths up to 20 mfp. This may be due to the domination of photoelectric absorption, which depends on [image: art] at photon energies below 0.15 MeV. In the high photon energy region (>2 MeV), another absorption process, pair and triplet production, overwhelms the Compton scattering.
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Figure 7:      The exposure buildup factor for the glass samples up to 40 mfp at 0.015, 0.15, 1.5, 15 MeV.



5.          CONCLUSION

The mass attenuation coefficient (μm), half-value layer (HVL) and mean free path for xZnO-(100-x)TeO2 glasses, where x = 10, 20, 30 and 40 mol.%, have been measured for 0.662, 1.173 and 1.33 MeV emitted from 137Cs and 60Co by using a 3 × 3 inch NaI(Tl) detector. The experimental mass attenuation coefficients were found to decrease with increasing gamma ray energy and increase with increasing ZnO concentration. The half-value layer and mean free path at selected photon energies increased with increasing gamma energy and decreased with increasing ZnO concentration. The results show that the values of the mean free path of glass samples are lower than those of ilmenite, basalt-magnetite, haematite-serpentine, and ordinary concretes at photon energies of 0.662, 1.173, and 1.33 MeV. The effective atomic numbers (Zeff) and electron densities (Nel) of the glass samples were calculated in the photon energy range of 0.015–15 MeV and were found to be clearly energy dependent. The G-P fitting method has been used for the calculation of the exposure and buildup factors of the glass samples in the energy range 0.015-15 MeV up to 40 penetration depths. The 10ZnO-90TeO2 glass sample was found to have lower values of the gamma ray exposure buildup factor in the intermediate energy region. The EBF was found to be energy and penetration depth dependent as well.
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ABSTRACT: This work examined the tensile, thermal, morphology and swelling properties of unvulcanised and dynamically vulcanised recycled polypropylene (RPP)/chloroprene rubber (CR) blends at different blend ratios. The results indicated that the tensile strength and Young’s modulus of both the unvulcanised and dynamically vulcanised RPP/CR blends were reduced. However, elongation at the breaking point increased with increasing CR content. In contrast, the dynamic vulcanisation enhanced the tensile properties, melting temperature (Tm), enthalpy (ΔHf) and crystallinity (Xb) in comparison with the unvulcanised RPP/CR blends. The swelling percentage of the dynamically vulcanised RPP/CR blends was lower than the unvulcanised blends due to the presence of crosslinks after the dynamic vulcanisation occurred.

Keywords: Recycled polypropylene, chloroprene rubber, dynamic vulcanisation, tensile and thermal properties, swelling


1.          INTRODUCTION

Over the past few decades, several researchers have explored the development of new high-performance products by melt blending common polymers. This attention is because the polymer blends offer a simple and less expensive alternative to develop new types of materials that have properties that can be tailor-made to meet specific requirements.1 Blending with different polymers generally yields new materials that cannot be achieved using the individual components.

The utilisation of recycled polypropylene (RPP) as a polymer matrix material has increased significantly due to its economic advantage and reduced environmental impacts in today’s society.2 As a result, blends of RPP with elastomers would offer an environmental advantage by reducing the use of a virgin thermoplastic matrix, which would cause increased CO2 footprint emissions. Moreover, the utilisation of RPPs in the blends as a substitute to the virgin synthetic thermoplastic matrix can reduce the overall cost of the material. In contrast, recycled plastics have exhibited a lower tensile strength, heat ageing and fracture properties compared to virgin polypropylene (PP).3 Although the properties of RPP are inferior to those of virgin PP, they can be enhanced by blending RPPs with elastomers without losing the economic advantages of the recycled material.4

Chloroprene rubber (CR) or Neoprene is generally used to improve the toughness and the impact properties of thermoplastics.5 CR has exhibited some benefits such as a good inherent flame resistance, moderate resistance to oil and gasoline, excellent adhesion to fabrics and metals, good resistance to ozone and natural ageing, good resistance to abrasion and flex cracking and good resistance to alkalis and acids.6 Normally, CR is applicable in different applications including automotive parts, wire and cable jackets, general industrial parts, sponges and construction materials for buildings and public works.

In general, the thermoplastic elastomer (TPE) can be defined as a blend of thermoplastic and elastomer,5 which leads to an immiscible blend, phase separation, low interfacial interaction and poor mechanical properties. To improve the properties of this immiscible polymer blend, dynamic vulcanisation was performed to reduce interfacial tension, enhance the interaction adhesion between the two phases and decrease the size of the dispersed phase, as well as improve the basic properties of TPEs. A comparison between RPP/CR and PP/CR blends has been reported in our previous study.7


Dynamic vulcanisation is a process used to vulcanise the elastomer with a molten plastic during melt-mixing.8 The elastomers are vulcanised to give a particulate vulcanised elastomer phase with a stable domain morphology during the melt processing. The influence of dynamic vulcanisation on TPE is to produce compositions that have improvements in the permanent set, ultimate tensile properties, melt strength, fatigue resistance and thermoplastic processability.9 Several works have reported the effects of dynamic vulcanisation on the improvement of the properties of TPEs.10–12

In this work, RPP was blended with CR to produce a TPE through the melt blend process. The influence of dynamic vulcanisation on tensile, thermal, swelling and morphology properties was investigated.

2.          EXPERIMENTAL

2.1        Materials

The RPP was supplied by Toray Plastics Malaysia Sdn. Bhd., Malaysia. The CR was purchased from Tosoh Corporation, Japan. It is a mercaptan modified general-purpose grade that has a moderate rate of crystallisation and Mooney viscosity. The curatives used for dynamic vulcanisation were stearic acid (Acid Chemical International Sdn. Bhd.), zinc oxide (ZnO) (Metroxide Malaysia Sdn. Bhd.), n-cyclohexyl-2-benzothiazole-2-sulfenamide (CBS) (Meyors Chemical Inc. Limited), tetramethyl thiuram disulfide (TMTD) (Deutschland CimbH, Germany) and sulfur (Taiko Marketing Sdn. Bhd., Selangor). The relative amounts of the curatives were based on the weight of the CR of the blend ratios.

2.2        Preparation of Unvulcanised and Dynamic Vulcanised RPP/CR Blends

The RPP/CR blends were prepared using a Z-blade mixer at a temperature of 180°C and a rotor speed of 50 rpm. The RPP was melted in the mixer for 7 min, after which the CR was added and mixed for 8 min. After mixing, curatives such as ZnO, stearic acid, TMTD, CBS and sulfur were added and mixed for 2 min giving a total mixing time of 17 min. The formulations of unvulcanised and dynamically vulcanised RPP/CR blends are shown in Table 1.


Table  1:      The formulations of unvulcanised and dynamically vulcanised of RPP/CR blends



	Materials
	Unvulcanised RPP/CR

	Dynamically vulcanised RPP/CR




	Recycled polypropylene (RPP) (php)
	100, 85, 70, 55, 40

	100, 85, 70, 55, 40




	Chloroprene rubber (CR) (php)
	0, 15, 30, 45, 60

	0, 15, 30, 45, 60




	ZnO (%)*
	–

	5




	Stearic acid (%)*
	–

	2




	TMTD (%)*
	–

	2




	CBS (%)*
	–

	2




	Sulfur (%)*
	–

	1





php: parts per hundreds of total polymer*curatives system based on weight of CR

2.3        Compression Moulding of Blends

Each of the RPP/CR blends were compressed into sheet form using a compression moulding machine, model GT 7014 with a temperature and pressure of 180°C and 170 kg cm–2, respectively. The blend samples were preheated for 8 minutes and then compressed for 6 min. After that, the samples were subsequently cooled under pressure for 4 min. The samples were then cut into dumbbell shapes using a Wallace dumbbell cutter.

2.4        Tensile Properties

Tensile strength, Young’s modulus and the elongation at break were measured using an Instron Tensile Machine Model 5569, according to ASTM D638. The gauge length and crosshead speed were 50 mm and 50 mm min–1, respectively. The tensile test was performed at 25°C ± 3°C. Five samples of each composition were tested, and the average values were recorded.

2.5        Swelling Behaviour

The swelling percentage of the specimens were measured according to ASTM D471. The dimensions of the specimens were 30 × 5 × 1.3 mm. First, the specimens were weighed (initial weight) using a Mettler balance. Then, the specimens were immersed in toluene at room temperature for 72 h. After that, the specimens were taken out from the toluene and wiped with tissue paper to remove excess toluene and then weighted again (swollen weight); the swelling percentage of the specimens was calculated using Equation 1:


[image: art]

2.6        Morphology Study

The tensile fracture surface of the specimens was observed using a scanning electron microscope (SEM), Model JEOL JSM-6460 LA. The fractured ends of the specimens were sputter-coated with a thin layer of palladium to avoid electrostatic charging during SEM examination.

2.7        Differential Scanning Calorimetry (DSC)

A thermal analysis of the specimens was performed out using a Perkin-Elmer Differential Scanning Calorimetry (DSC) in a nitrogen air flow of 50 ml min−1. The specimens were heated from 20°C to 250°C with a heating rate of 20°C min−1. The crystallinity of the blend (Xb) was determined according to Equation 2.

[image: art]

where ΔHf is the enthalpy of fusion of the blend, and ΔH°f is the enthalpy of fusion of perfectly (100%) crystalline PP. The 100% crystalline PP homopolymer (ΔH°f) value is 209 J g−1.13

3.          RESULTS AND DISCUSSION

3.1        Tensile Properties

Figure 1 shows the tensile strength of unvulcanised and dynamically vulcanised RPP/CR blends as a function of the blend ratios. The tensile strength of both the unvulcanised and dynamically vulcanised RPP/CR blends decreased with increasing CR content. On the other hand, the tensile strength of the dynamically vulcanised RPP/CR blends was higher than the unvulcanised RPP/CR blends. This is because the formation of crosslinks in the rubber phase enhanced the stress transfer in the blends. The dynamic vulcanisation process leads to a finer and more uniform CR dispersed phase in the RPP matrix. Consequently, the improved dispersion of the CR phase in the RPP matrix improved the tensile strength of the RPP/CR blends. Additionally, the presence of crosslinks increased the tensile strength of the dynamically vulcanised RPP/CR blends. Moreover, the improvement of the tensile strength was also due to the crosslinked rubber particles attaching to the RPP matrix, which increased the extent of deformation before failure. Van Dyke et al.14 claimed that the blends of dynamically vulcanised polyamide 12 (PA12)/chlorobutyl rubber (CIIR) with different curatives improved the tensile strength compared to unvulcanised blends. The same observation was also reported by Narathichat et al.15 in the dynamically cured natural rubber/PA12 blend system.
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Figure 1:      Effect of blend ratios on tensile strength of unvulcanised and dynamically vulcanised RPP/CR blends.



Figure 2 illustrates the effect of blend ratios on Young’s modulus of the unvulcanised and dynamically vulcanised RPP/CR blends. It is apparent that Young’s modulus of both blends decreased with increasing CR content due to a reduced stiffness of the blends. At similar blend ratios, the dynamically vulcanised RPP/CR blends exhibited a higher Young’s modulus than the unvulcanised RPP/CR blends. This suggests the presence of crosslinks in the CR phase since there was an improved stiffness of the dynamically vulcanised RPP/CR blends. Accordingly, the Young’s modulus is dependent on the crosslink density, and the increase in the crosslink density is reflected by the enhancement in the Young’s modulus under dynamic vulcanisation.
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Figure 2:      Effect of blend ratios on Young’s modulus of unvulcanised and dynamically vulcanised RPP/CR blends.



Figure 3 shows the elongation at break of the unvulcanised and dynamically vulcanised RPP/CR blends with different blend ratios. It was observed that the elongation at break increased with the increasing CR content. Nakason et al.16 claimed that the tendency towards recovery to the original shape of elongated samples is higher for the blends with a higher content of CR. Therefore, the dynamically vulcanised RPP/CR blends exhibited a higher elongation at the break in compared to the unvulcanised RPP/CR blends. The improvement of elongation at the break of the dynamically vulcanised blends was due to an improved dispersion of the CR particles in the RPP matrix. Dearmitt17 reported that the improved dispersion would help to prevent agglomeration and consequently to maintain a superior elongation at break. The dynamic vulcanisation of TPEs has been previously reported.18–21
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Figure 3:      Effect of blend ratios on elongation at break of unvulcanised and dynamically vulcanised RPP/CR blends.



3.2        Swelling Properties

Figure 4(a) shows the effect of blend ratios on the swelling percentage of unvulcanised and dynamically vulcanised RPP/CR blends at compositions of 100/0, 70/30 and 40/60 in toluene for 72 h. The swelling percentage is an indicator of the degree of crosslinking. It can be observed that the swelling percentage of dynamically vulcanised RPP/CR blends was lower than the unvulcanised blends. This indicated that the resistance to chemical penetration of the dynamically vulcanised RPP/CR blends was higher compared to the unvulcanised RPP/CR blends. This is due to the presence of crosslinks in the dynamically vulcanised RPP/CR blends, which hindered the penetration of toluene into the RPP/CR blends. Anandhan et al.22 claimed that the swelling index of the dynamically vulcanised blends was less than the unvulcanised blends because crosslinks present in the rubber phase of the vulcanised blends limit the transport of solvent molecules into the blends.

The equilibrium swelling percentage of RPP/CR blends is shown in Figure 4(b). The equilibrium swelling percentage of both unvulcanised and dynamically vulcanised RPP/CR blends increased with increasing CR content for all the compositions of the blends. The blends became less stiff and more permeable to the toluene as the CR content increases within the blends. However, the dynamically vulcanised RPP/CR blends exhibited lower equilibrium swelling percentage compared to the unvulcanised blends. This is due to the presence of the crosslinks, which restricted the penetration of toluene in RPP/CR blends. Similar findings were reported by Ismail et al.,23 where they found that the swelling index of dynamically vulcanised PVCw/NBR blends were lower than unvulcanised PVCv/NBR and PVCw/NBR blends. This is because the blends become stiffer and less penetrable to chemicals as the crosslink density in dynamically vulcanised PVCw/NBR blends increased.
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Figure 4:      (a) Swelling percentage; and (b) Equilibrium swelling percentage of unvulcanised and dynamically vulcanised RPP/CR blends at different blend ratios.




3.3        Morphology Study

The SEM micrographs of the RPP/CR blends at compositions of 100/0, 70/30 and 40/60 are shown in Figures 5, 6 and 7, respectively. The SEM micrographs of neat RPP show the homogeneous surfaces with a brittle nature, as shown in Figure 5. Figure 6 shows the tensile fractured surfaces of unvulcanised RPP/CR blends at a blend ratio of 70/30, which exhibited a large number of holes formed by the detachment of the CR particles from the RPP matrix due to poor interfacial interaction. Furthermore, the SEM micrographs of the unvulcanised RPP/CR blends at a blend ratio of 40/60 showed larger CR particles dispersed in the RPP matrix (Figure 7). This result indicates that poor interfacial adhesion between the RPP and CR and the agglomeration of CR particles occurs at higher contents of CR. In contrast, the SEM micrographs of the dynamically vulcanised RPP/CR blends at 70/30 and 40/60 are displayed in Figures 8 and 9, respectively. It can be observed that both of SEM micrographs for the dynamically vulcanised RPP/CR blends exhibited CR particles that are better dispersed in the RPP matrix compared to unvulcanised RPP/CR blends, as well as have fewer holes on the RPP surface. This is because the dynamic vulcanisation of TPEs caused the CR particles to be more uniformly dispersed in the RPP matrix and thus enhanced the tensile strength of the TPEs, as discussed in Section 3.1. Kumar et al.24 claimed that during dynamic vulcanisation, the crosslinked rubber becomes more finely and uniformly distributed in the plastic matrix. Martin et al.25 reported that the dynamic crosslink of the elastomer in molten thermoplastics leads to a very fine and homogeneous morphology, resulting in an improvement of the tensile properties.
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Figure 5:      SEM micrograph of neat RPP.
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Figure 6:      SEM micrograph of unvulcanised RPP/CR (70/30) blend content.
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Figure 7:      SEM micrograph of unvulcanised RPP/CR (40/60) blend.
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Figure 8:      SEM micrograph of dynamically vulcanised RPP/CR (70/30) blend.
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Figure 9:      SEM micrograph of dynamically vulcanised RPP/CR (40/60) blend.




3.4        Differential Scanning Calorimetry (DSC)

The DSC curves of unvulcanised and dynamically vulcanised RPP/CR blends at compositions of 100/0 and 40/60 are presented in Figure 10. Table 2 summarises the DSC data of unvulcanised and dynamically vulcanised RPP/CR blends at different blend ratios. In Table 2, it is shown that the values of ΔHf, and Xb for both the unvulcanised and dynamically vulcanised RPP/CR blends decreased with the increasing CR content. The inclusion of CR into the blends limits the crystallising tendency of the RPP and thereby reduced the ΔHf and Xb of the blends. Nevertheless, the dynamically vulcanised RPP/CR blends exhibited slightly higher values of Tm, ΔHf and Xb compared to the unvulcanised RPP/CR blends. This indicated that the formation of crosslinks in the dynamically vulcanised RPP/CR blends enhanced the melting and crystallisation behaviour. The crosslinked CR phase held the structure of the blends more firmly together and improved the crystallite stability, as well as raised the melting temperature compared to unvulcanised blends. A similar result was reported by Hernández et al.,26 who reported that the dynamic vulcanisation of PP/NR blends exhibited a higher ΔHf compared to unvulcanised and static vulcanised blends. They also claimed that when the blends are dynamically vulcanised, the rubber particle size decreased, and the crystallisation process was less hindered, which caused the enthalpy of fusion of the dynamically vulcanised blends to increase.
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Figure 10:    Comparison of DSC curves between RPP, unvulcanised and dynamically vulcanised RPP/CR blends at 60 php of CR content.




Table  2:      The melting temperature (Tm), enthalpy of fusion (ΔHf) and crystallinity (Xb) of unvulcanised and dynamically vulcanised RPP/CR blends at different blend ratios.



	Blends
	Tm(°C)

	ΔHf(J g−1)

	Xb(%)




	Unvulcanised RPP/CR (100/0)
	164

	61.40

	29.4




	Unvulcanised RPP/CR (70/30)
	163

	55.30

	26.5




	Unvulcanised RPP/CR (40/60)
	162

	44.02

	21.1




	Dynamically vulcanised RPP/CR (70/30)
	165

	59.10

	28.3




	Dynamically vulcanised RPP/CR (40/60)
	164

	48.19

	23.1





4.          CONCLUSION

Increasing the CR content decreased the tensile strength and Young’s modulus of the unvulcanised RPP/CR blends. However, the dynamic vulcanised blends exhibited higher tensile strength, Young’s modulus and elongation at the break compared to the unvulcanised blends. The crystallinity of the unvulcanised blends decreased with increasing CR content, whereas the dynamic vulcanisation showed higher melting temperature (Tm), enthalpy (ΔHf) and crystallinity (Xb) compared to the unvulcanised RPP/CR blend. The dynamic vulcanised RPP/CR blends were more resistant to swelling in toluene compared to unvulcanised blends due to the presence of crosslinks within the CR chain.
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ABSTRACT: Enormous progress in nanotechnology has made electronic systems smaller but has also created a new type of problem called electromagnetic interference (EMI). Carbon-based conducting polymer nanocomposites have potential applications as EMI shielding materials owing to their high conductivity and dielectric constant of the materials that contribute to the high EMI shielding efficiency (SE). In the present investigation, highly conducting polypyrrole (PPy)/graphene (GNS) nanocomposites were prepared by in-situ polymerisation with different concentration of functionalised GNS (1%, 3% and 5%). UV-VIS and FTIR show a systematic shifting of the characteristic bands of PPy, with the increase in the GNS phase suggesting significant interaction between the phases. The SEM images show thick and uniform coating of PPy over the surface of individual GNS. PPy/GNS nanocomposites showed a semiconducting behaviour similar to that of PPy as well as improved dielectric and EMI shielding properties. The EMI shielding effectiveness (SE) and dielectric constant of nanocomposites were found to increase with increasing GNS content and were found to be absorption-dominated, indicating that PPy/GNS nanocomposites are potential lightweight EMI shielding materials for the protection of electronic systems from electromagnetic radiation in the Ku-band.

Keywords: Nanocomposites, polypyrrole, graphene, EMI shielding, Ku-band


1.          INTRODUCTION

Electromagnetic interference (EMI) has become a major issue of concern for modern society due to the increased number of electrical and electronic industries. Electromagnetic interference not only damages the electronic instruments but also harms human health. Continuous exposure to electromagnetic radiation can cause many diseases such as leukaemia, miscarriages, and breast cancer. To save society from such harmful electromagnetic radiation, effective shielding from unwanted electromagnetic waves is required.1 To date, various studies have been carried out to investigate the dielectric properties and EMI shielding for protecting the environment and sensitive circuits from the electromagnetic radiation generated by telecommunication systems. EMI shielding refers to reflection and/or absorption of electromagnetic radiation by the material that acts as a shielding material that does not allow the penetration of high frequency radiation such as radio waves. The shielding material must be able to absorb the incident radiation in synchronised frequencies, and it is critically important for the EMI materials to be lightweight, flexible, and amenable to fast and low-cost industrial processing.

Metals are the most common materials used for EMI shielding. However, they suffer from disadvantages such as high density, susceptibility to corrosion, complexity and expensive processing. Furthermore, metals mainly reflect radiation and cannot be used in applications where absorption is desired such as in stealth technology. This has led to a great deal of interest in the development of materials that can absorb EMI radiation. In particular, conducting polymers have obtained a special status because of their high EMI shielding efficiency (SE), efficient surface modification and easy formation of composites.2 EMI shielding and microwave absorption properties of these polymers can be explained in terms of electrical conductivity and the presence of bound/localized charges (polarons/bipolarons) leading to strong polarisation and relaxation effects.3

Polypyrrole (PPy) is a conducting polymer that has attracted a great deal of interest because of its good electrical conductivity, environmental stability, porous nature and easy synthesis. PPy has been used in various applications such as batteries, supercapacitors, sensors, and microwave shielding. Its properties can be further tuned by the control of polymerisation conditions and by using dopants and fillers. In addition, PPy can be used as conducting filler in insulating polymer matrices for the preparation of electrically conducting composites. These composites offer potential use in EMI shields, electronic packaging, display devices and electrodes.4 Considerable efforts have been devoted to the fabrication of PPy-based nanocomposites by combining nanoscale carbon fillers with high aspect ratios such as carbon nanofibres (CNFs), carbon nanotubes (CNTs), and graphene for EMI shielding absorption. These carbon materials have attracted increasing interest because of their potential applications in ideal absorbers.5,6 Among these, graphene has emerged as a new member of carbon allotropes with exceptional carrier mobility and ballistic electron transport properties, making it the prime nanofiller employed in the preparation of nanocomposites for many applications.7,8 Graphene is a one-atom-thick planar sheet of sp2-bonded carbon atoms arranged in a hexagonal lattice. It is the thinnest and strongest material. It has remarkable physical, chemical, mechanical, electrical, thermal and microwave absorption properties. In view of the unique structural features of graphene such as its high surface area (theoretical specific surface area (SSA) of 2630 m2 g–1), flexibility, high mechanical strength, chemical stability, and superior electric and thermal conductivities, graphene has been considered to be an ideal material for microwave absorption properties. Graphene nanosheets can be viewed as the building unit, and their reassembly provides opportunities to design and prepare specific structures and hybrids with improved properties for different applications. The most important property of graphene is its electron transport capacity. This means that an electron moves through graphene without much scattering or resistance. It has high electron mobility at room temperature. While its electrical conductivity is much higher than that of copper (Cu), its density is almost four times lower, which is favourable for EMI shielding.9–11 Low-cost and solution-processable graphene can be produced from graphene oxide (GO), which in turn is produced from the aggressive oxidation of graphite. Functionalisation of graphene provides the excellent dispersions in aqueous medium and compatibility with the polymer for the production of nanocomposites.12–15

The EMI shielding efficiency (SE) of a composite material depends on several important factors including the intrinsic conductivity and aspect ratio of the fillers. Based on these considerations, the composites of conducting polymers and CNTs have become promising materials for achieving high EMI SE. However, the expected EMI SE has not been achieved so far because the heterogeneous interface between the polymer and CNT components of the nanocomposite negatively affects the EMI SE.2,16 To overcome this problem, composites based on graphene nanosheets (GNS) have been studied for EMI shielding.17,18 Liang et al. prepared graphene/epoxy composites and studied the composites that show a low percolation threshold of 0.52 volume%. The highest EMI SE of -21 dB was measured in the X-band.19 Eswaraiah et al. fabricated the functionalised graphene/PVDF composite foam and obtained EMI SE values for the composite at higher volume fractions of f-GNS/PVDF that were in the 21–23 dB range.20 Conducting polymers are suitable polymers for further increasing the conductivity of such graphene-based nanocomposites to improve the EMI shielding. However, only a few brief reports are available on their microwave absorption characteristics.21

In this paper, we report the potential of PPy-coated GNS as possible microwave absorbers. The nanoporous PPy coating may also act as a functional handle for providing good dispersibility and processability of GNS due to the better interaction with host matrix. PPy/graphene nanocomposites were synthesised by in-situ chemical polymerisation to investigate the electrical conductivity, dielectric properties and electromagnetic interference shielding. A high value of EMI SE at a sufficiently low loading of GNS in PPy shows that composites exhibit an absorption-dominant mechanism and can be used as lightweight, effective EMI shielding or microwave absorption materials for protecting electronic devices and components used in satellite communications from electromagnetic radiation in the Ku band, which is the frequency range from 12.4 to 18 GHz used for the Broadcast Satellite Service (BSS) downlinks. This band is used for domestic TV programs.

2.          EXPERIMENTAL

2.1        Materials

Pyrrole (purity 99%, mol.wt. 67.09 g mol–1), hydrazine monohydrate (N2H4 mol.wt. 32.042 g mol–1), and potassium permanganate (KMnO4 mol.wt. 158.03 g mol–1) were supplied by Sigma-Aldrich. Sulphuric acid (H2SO4 mol.wt. 98.079 g mol–1), nitric acid (HNO3 mol.wt. 69.71 g mol–1), sodium nitrate (NaNO3, mol.wt. 84.9947 g mol–1), hydrogen peroxide (H2O2, mol.wt. 34.0147 g mol–1) and natural purified graphite were obtained from Merck Ltd., India. Ferric chloride (FeCl3, mol.wt. 162.20 g mol–1) and ethanol (mol.wt. 46.07 g mol–1) were procured from Himedia. All chemicals were of AR grade and were used as received except for pyrrole, which was distilled under reduced pressure and kept below 4°C prior to use for synthesis. Deionised water was used in all syntheses.

2.2        Synthesis of PPy/GNS Nanocomposites

GO was synthesised from natural purified graphite by the Hummers method,22,23 and GNS were prepared by exfoliation of GO.24–27 GNS was functionalised by acid treatment to obtain a surface suitable for making chemical interactions with polymers.28,29 The preparation of GO and GNS and the functionalisation of GNS were conducted as in our previously reported work.21 PPy/GNS nanocomposites were synthesised by an in-situ polymerisation of the pyrrole monomer in the presence of functionalised GNS. Different weight percent ratios of GNS to pyrrole (1%, 3% and 5%) were used. The solution of 0.2 M anhydrous ferrous chloride (FeCl3) in 50 ml of deionised water was divided into two parts. Next, 0.2 M pyrrole and functionalised GNS were mixed and ultrasonicated for 30 min. After ultrasonication, one part of the 0.2 M anhydrous ferrous chloride (FeCl3) was added dropwise to the ultrasonicated mixture and kept stirring for 5 h at 5°C to improve the obtained yield. Then, the solution was kept overnight and diluted with deionised water and filtered until the filtrate became colourless. Finally, the filtrate was washed with ethanol and dried in a vacuum oven at 80°C.30–35 The other part of the 0.2 M anhydrous ferrous chloride (FeCl3) was added dropwise to a 0.2 M pyrrole monomer solution without the use of GNS to prepare pure PPy in a similar way. The schematic illustrations of the preparation of PPy/GNS nanocomposites and their EMI shielding measurements are shown in Scheme 1.
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Scheme 1:    Schematic of preparation of PPy/GNS nanocomposites and EMI shielding measurement.



2.3        Instrumental analysis

SEM images were recorded using a Carl Zeiss EVO-18 scanning electron microscope. A UV 240 Shimadzu automatic double beam spectrograph was used to record the UV-Visible spectra. Fourier transform infrared (FTIR) spectra were recorded using the KBr pellet technique in the 400-4000 cm–1 wavelength range with the Thermo Nicolet, Avatar 370 infrared spectrophotometer. The electrical conductivity of the compressed pellets of PPy/GNS nanocomposites was determined using the four-probe resistivity technique. The pellets were prepared using a hydraulic press (Kimaya Engineers, India) by applying a pressure of 5000 kg cm–2. Electromagnetic interference shielding, permittivity and dielectric loss measurements were carried out with a Vector Network Analyzer in the microwave range of 12.4–18 GHz (Ku band) using Agilent Technologies (E8362B).

3.          RESULTS AND DISCUSSION

3.1        Scanning Electron Microscopy (SEM)

To study the surface morphology, SEM images of functionalised GNS, pure PPy and PPy/GNS nanocomposites as shown in Figure 1(a-e) were obtained using scanning electron microscopy. Functionalised graphene exhibits a shiny black appearance with a metallic lustre. The transparency of these functionalised GNS confirms the successful exfoliation of graphene sheets and indicates that GNS is composed of a few individual graphene sheets.36 As shown in Figure 1(a), GNS typically have a curved layer-like structure that is irregular in form and with the lateral size of several micrometres with many leaf-like veins on the surface that arise from the crumpling and scrolling of graphene sheets with porous structure. Graphene sheets are rippled and wrinkled, with dimensions of several hundred nm to several μm. Such cloth-like graphene layers were often observed in previous studies.37,38 PPy shows granular-like morphology (Figure 1(b)). The observed individual granules were nearly spherical and showed a close packing and high porosity. It appears that such sphericulates grow on one another, forming a continuous structure.39 The bulk sphericulate structure typically appears similar to a “cauliflower.” The macro-granular structure formed by the aggregation of small globular structures is probably due to an increased interchain interaction.40,41 Figures 1(c-e) show a uniform layer coating of the PPy/GNS nanocomposites and the sphere-like morphology of PPy particles on the GNS sheets. The uniform spherical morphology builds up PPy with some pores throughout the GNS. PPy as a monomer diffused into the graphene nanosheets during in situ polymerisation and polymerised on the surface of graphene nanosheets layer by layer. In such nanocomposites, graphene sheets act as the electron acceptor while PPy serves as the electron donor.
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Figure 1:      SEM images of (a) functionalised graphene, (b) pure PPy, (c) PPy/l%GNS, (d) PPy/3%GNS, and (e) PPy/5%GNS.



3.2        UV-Visible Spectroscopy

Figure 2 shows the UV-Visible absorption spectra for pure PPy and different PPy/GNS compositions. PPy showed three bands, one at 305 nm corresponding to the π→π* inter band transition and the other bands at 440 and 755 nm, which were assigned to the polaron-π* and bipolaren band transitions of PPy.


For PPy/GNS nanocomposites, the polaron-π* band shift owing to the extended PPy chains indicates good conjugation; hence, the high degree of doping and conductivity for the PPy/GNS nanocomposites confirms the interaction between the GNS sheets and PPy spheres. In the UV-visible spectra of PPy/GNS, the GNS dispersion shows a peak at 282 nm and a tiny shoulder at 350 nm that are attributed to the π-π* transitions of aromatic C-C bonds and the n-π* transitions of C=O bonds, respectively.42 The absorption peak for GNS shifts toward the higher wavelength with the addition of PPy. This means that the energy of the π-π* transitions of aromatic C=C bonds in GNS is changed considerably by the addition of PPy; the changes are expected to arise from the π-π stacking between PPy and GNS.
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Figure 2:      UV-VIS spectra of PPy/GNS nanoomposites.



3.3        FTIR Spectroscopy

Figure 3 shows the FT-IR spectra for PPy and PPy/GNS nanocomposites. For pure PPy, the characteristic peaks at 1549.70 and 1300.75 cm–1 correspond to the stretching vibrations of C=C and C-N of PPy, respectively. The peak at 1180 cm–1 is attributed to the breathing vibration of the pyrrole ring. The band of C-H and N-H in-plane deformation vibration is located at 1042.86 cm–1, while the band of C-H out-of-plane deformation vibration was found at 915.23 cm–1. The expected peak of the S=O attributed to the stretching vibration of the sulphonic group at 1183 cm–1 could not be clearly observed due to overlap with the pyrrole ring vibration at 1180.51 cm–1.43 For PPy/GNS nanocomposites, a broad peak at approximately 3436.08 cm–1 and peaks at 1629.97, 1297.56, and 1038.88 cm–1 are attributed to the O-H stretching vibration and the carbonyl (C=O), C-O-C and C-O stretching vibrations, respectively. It is possible to recognise the characteristic peaks of PPy at 1544.22, 1297.56 cm–1 in the FTIR spectra of the nanocomposites, indicating that polymerisation has occurred in the presence of graphene. Some of the nanocomposite peaks are shifted to lower energies owing to the interactions between graphene and PPy. The graphene peaks are slightly specific in the nanocomposites because of the low concentration of graphene in PPy.9
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Figure 3:      FTIR spectra of PPy/GNS nanocomposites.



3.5        Electrical Conductivity

The electrical measurements of the PPy/GNS nanocomposites were carried out using the 4-probe method. For electrical measurements, the PPy/GNS nanocomposites in the powder form were made into a pellet and were placed under a 4-probe resistivity set up for determination of electrical conductivity. It has been observed that the electrical conductivity of the nanocomposites increased almost linearly with increasing temperature, as shown in Figure 4, indicating semiconducting behaviour similar to that of pure PPy. The deposition of PPy over the GNS facilitates the electron transfer process between the PPy channels. The remarkable enhancement of electrical conductivity potentially endows the lightweight PPy/GNS with good EMI shielding characteristics. Examination of Figure 4 shows that the highly temperature-dependent nature of the nanocomposites at low graphene content can be related to the dominance of the tunnelling mechanism when the number of graphene sheets is insufficient to allow physical contact between the sheets. Comparison of the PPy composites with 1%, 3% and 5% GNS shows that the highest conductivity of 2.34 S cm–1 was observed for 1% GNS content. The extent of the temperature dependence became less noticeable when the GNS content increased above the percolation threshold. PPy/GNS nanocomposites showed a non-linear increase in electrical conductivity as a function of GNS concentration. Above 3 wt% GNS in PPy, the electrical conductivity was found to be almost constant. Specifically, 3 wt% GNS in conducting polymer (PPy) matrix is the percolation threshold for electrical conductivity of conducting PPy/GNS nanocomposites. At this point, the physical contacts among the fillers are well developed and the “contact” conductivity dominates over the tunnelling mechanism. The slight decrease in conductivity with increasing temperature is evidence of the prominent role of the contact conductivity in these composites.
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Figure 4:      Temperature dependence of D.C. conductivity of PPy/GNS nanocomposites.




3.6        Complex Permittivity and Permeability

Permittivity and dielectric loss measurements were carried out using a vector network analyser in the microwave range of 12.4–18 GHz (Ku band). To investigate the possible microwave absorption mechanism, we determined the real and imaginary parts of the complex permittivity (ε’, ε”) and permeability (μ’, μ”) from the scattering parameters using the Nicolson-Ross-Weir (NRW) method. The incident and transmitted travelling waves inside a vector network analyser can be represented by complex scattering parameters or the S parameters, i.e., S11 or S22 and S12 or S21, which are related to the electromagnetic characteristics of permittivity and permeability. The NRW technique is formulated from the set of equations related to these S parameters and is useful for providing direct calculations for both permittivity and permeability. Our results show that permittivity values exhibit a trend of decreasing with the increase in frequency. This can be attributed to the decreasing ability of the dipoles present in the system to maintain the in-phase movement with the rapidly oscillating electric vector of the incident EM wave. At low frequencies, the electric dipoles have sufficient time for aligning with the field before the field changes its direction; consequently, the dielectric constant is high. However, at higher frequencies, the dipoles fail to follow the rapidly changing electric vector; consequently, the dielectric constant value decreases. The results also revealed that the dielectric constant (ε’) as well as dielectric loss (ε”) values of the composite exhibit a noticeable enhancement upon addition of GNS, as shown in Figures 5(a) and 5(b).

As the GNS concentration increases, the permittivity of the composites increases as well. This is due to the increase in the space charge build up caused by the interfacial polarisation. The presence of doping-induced localised charges (polarons or bipolarons) on the PPy backbone gives rise to strong polarization effects. Furthermore, in conducting polymers, the space charge formation due to the conductivity difference between the ordered or highly conducting (crystalline or metallic) islands and the electrically insulating amorphous matrix contributes toward the interfacial polarisation. The complete polarisation effects and associated loss mechanisms are responsible for the high dielectric constant values. Similarly, the associated relaxation effects lead to enhancement of the ε” values. The real and imaginary permittivity in PPy/GNS at the lower concentration is independent of frequency. For higher concentrations, the permittivity decreases with increasing frequency. The real permeability values of composites with higher GNS concentrations were found to be higher. This was due to the improvement of the magnetic properties along with the reduction of eddy current losses. Similarly, the composites with higher GNS concentration show higher magnetic losses. The introduced magnetic properties also lead to a better matching of the input impedance along with the reduction of the skin depth and enhanced absorption of the electromagnetic microwaves. Figures 6(a) and 6(b) show the real part of permeability (μ’) for a PPy/GNS composite of approximately 1.2; this value may have been obtained owing to the ferric sulphate used in the Ppy synthesis. The results shows that the imaginary part (μ”) is in the negative region for the 1% GNS concentration of the PPy/GNS composite, which means that the radiation passes through the material without any absorption. It is clear that dielectric loss is the most important contribution, rather than the magnetic loss. Despite the very small value, their permeability plot showed that the composites also have magnetic property characteristics.
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Figure 5:      Frequency dependence of (a) dielectric constant, (b) dielectric loss of PPy/GNS nanocomposites.
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Figure 6:      Frequency dependence of (a) permeability and (b) magnetic loss of PPy/GNS nanocomposites.




3.7        Electromagnetic Shielding Effectiveness

The electromagnetic interference shielding effectiveness is defined as the logarithmic ratio of the incoming (Pi) power input to the outgoing power (Po) of radiation. The efficiency of any shielding material is expressed in decibels (dB). The higher the decibel level of electromagnetic interference shielding effectiveness, the lesser will be the energy transmitted through the shielding material.20 The shielding effectiveness (SE) of a shielding material is equal to the sum of the absorption factor, the reflection factor and the multiple reflections.44

The synthesised composite material consists of PPy/GNS, and the polymer matrix containing GNS enhances the interfacial polarisation and the effective anisotropy energy of the sheets; this contributes to more scattering. The materials also show a high shielding effectiveness compared to conventional materials. Addition of GNS as filler in PPy shows better microwave absorption properties that strongly depend on the volume fraction of the filler. Therefore, the high value of EMI SE is dominated by absorption rather than reflection. The EMI shielding effectiveness in the composites increases with increasing GNS content. With the increase in GNS from 1% to 5%, the volume resistivity of the composites decreases and the shielding and effectiveness increase. The number of percolating networks increases with the increase in the GNS amount. The conductive networks formed due to the dispersion of GNS behave as conductive meshes. With the increase in GNS loading, the size of the conductive mesh decreases, acting as a barrier to incident electromagnetic radiation and giving rise to a higher EMI SE. This is because the electrical conductivity of a composite tends to increase with increasing GNS content, and upon the action of electromagnetic radiation, an induction current generated on the interface or in the interior of the sample produces a reversal electromagnetic field, leading to the increase in surface reflection attenuation of electromagnetic waves and consequently increasing the EMI shielding effectiveness of the composite.45

The attenuation of the incident wave increases by increasing the absorption cross section and scattering cross section of the absorbent particle. The attenuation of the incident wave energy increases as well. A larger specific surface area of the GNS effectively increases the plane wave absorption cross section and scattering cross section of absorbing particles so that the electromagnetic wave loss is increased. It is well known that the total shielding effectiveness of PPy is dominated by absorption phenomena due to the presence of localised charges (polarons and bipolarons) leading to the strong divergence and relaxation effects. The PPy coating on the GNS can dominate the polarisation, and the functional groups of functionalised GNS give rise to the electromagnetic radiation absorption. The functional groups of GNS are also responsible for the absorption due to the increase in the content of GNS functional groups that are responsible for the absorption of electromagnetic radiation. The effect of conductivity on reflection and absorption loss (EMI SE) of a material depends on many factors such as conductivity, dielectric constant, aspect ratio, state of dispersion of conductive fillers, and thickness of shielding materials. Among all of these factors, conductivity is the primary factor for an EMI shielding material. In the case of a conductive material such as metal, EMI SE is mainly due to reflection of EM radiation, but for a material such as a conductive composite, EMI SE is mainly due to radiation absorption. The reflection shielding effectiveness (SER), absorption shielding effectiveness (SEA) and total shielding effectiveness (SET) of PPy/GNS nanocomposites as a function of frequency are shown in Figures 7(a–c), for 1%, 3% and 5% GNS loading in PPy, respectively. The SER is nearly linear for each composition in the entire frequency range of measurement and shows a negligible change even with the increase in GNS loading. The SEA is increased from 8 to 18 dB with the increase in GNS loading from 1 to 5 wt%.

The experimental results show that absorption is the primary shielding mechanism and that reflection is the secondary shielding mechanism. The SET of the nanocomposites as a function of frequency shows that the nature of SET for each composition is nearly linear with frequency, but the SET of the composite is found to increase with increased GNS loading. The total shielding effectiveness values for PPy/GNS were 11, 24 and 26 for 1, 3, and 5 wt% GNS loading, respectively. For PPy/GNS composites, a high value of EMI SE is obtained that is higher than the value of the EMI shielding effectiveness (20 dB) required for commercial applications. Such a high value of EMI SE at a sufficiently low loading of GNS shows the efficiency of the compounding technique. The EMI SE results show that composites have an absorption-dominant mechanism and can be used as lightweight effective EMI shielding or Ku band microwave absorption materials for protection of electronic devices and components from electromagnetic radiation.
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Figure 7:      EMI shielding effectiveness for (a) PPy/l%GNS, (b) PPy/3%GNS, and (c) PPy/5%GNS nanocomposites.




4.          CONCLUSION

Highly conducting polypyrrole (PPy)/graphene (GNS) nanocomposites were prepared by in situ polymerisation with different concentrations of functionalised GNS (1%, 3% and 5%). UV-VIS and FTIR spectra of composites confirmed the significant interaction between PPy and GNS. SEM images show a thick and uniform coating of PPy over the surface of the individual GNS. PPy/GNS nanocomposites showed a semiconducting nature similar to that of PPy but with improved properties for EMI shielding. The electromagnetic shielding effectiveness (SE) and dielectric constant of the composites were found to increase with increasing GNS content, and the high obtained value of EMI SE makes this composite useful as a lightweight EMI shielding material for satellite commercial applications.

5.          ACKNOWLEDGEMENT

Author Subhash B. Kondawar acknowledges University Grants Commission (UGC), India for providing financial support to carry out the research work through a Major Research Project Grant No. F. 39-540/2010 (SR).

6.          REFERENCES

1.       Gupta, T. K. et al. (2013). Improved nanoindentation and microwave shielding properties of modified MWCNT reinforced polyurethane composites. R. Soc. Chem. Adv., 1(32), 9138–9163, http://dx.doi.org/10.1039/C3TA11611E.

2.       Im, J. S. et al. (2010). Enhanced adhesion and dispersion of carbon nanotube in PANI/PEO electrospun fibers for shielding effectiveness of electromagnetic interference. Coll. Surf. A, 364, 151–157, http://dx.doi.org/10.1016/j.colsurfa.2010.05.015.

3.       Saini, P. et al. (2009). Polyaniline–MWCNT nanocomposites for microwave absorption and EMI shielding. Mater. Chem. Phys., 113, 919–926, http://dx.doi.org/10.1016/j.matchemphys.2008.08.065.

4.       Reung-U-Rai, A. et al. (2008). Synthesis of highly conductive polypyrrole nanoparticles via microemulsion polymerization. J. Metal. Mater. Miner, 18(2), 27–31.

5.       Cao, M. S. et al. (2010). The effects of temperature and frequency on the dielectric properties, electromagnetic interference shielding and microwave-absorption of short carbon fiber/silica composites. Carbon, 4(8), 788–796.


6.       Zhou, H. et al. (2013). Synthesis and electromagnetic interference shielding effectiveness of ordered mesoporous carbon filled poly(methyl ethacrylate) composite films. R. Soc. Chem. Adv., 3, 23715–23721, http://dx.doi.org/10.1039/C3RA44267E.

7.       Yousefi, N. et al. (2014). Highly aligned graphene/polymer nanocomposites with excellent dielectric properties for high-performance electromagnetic interference shielding. Adv. Mater., 26, 5480–5487, 10.1002/adma.201305293.

8.       Udmale, V. et al. (2013). Development trends in conductive nanocomposites for radiation shielding. Orien. J. Chem., 29(3), 927–936.

9.       Oliveira, D. et al. (2013). Supercapacitors from free-standing polypyrrole/graphene nanocomposites. J. Phys. Chem., 117(20), 10270–10276, http://dx.doi.org/10.1021/jp400344u.

10.     Hong, S. K. et al. (2012). Electromagnetic interference shielding effectiveness of monolayer graphene. Nanotechnol., 23(45), 455704–455708, http://dx.doi.org/10.1088/0957-4484/23/45/455704.

11.     Chen, T. et al. (2014). Enhanced electromagnetic wave absorption properties of polyanilline-coated Fe3O4/reduced grapheme oxide nanocomposites. J. Mater. Sci.: Mater. Electro., 25, 3664–3673, http://dx.doi.org/10.1007/s10854-014-2073-1.

12.     Bai, H. et al. (2009). Non-covalent functionalization of graphene sheets by sulfonated polyaniline. Chem. Commun., 13, 1667–1669, http://dx.doi.org/10.1039/B821805F.

13.     Hanifah, M. F. R. et al. (2015). Effect of reduction time on the structural, electrical and thermal properties of synthesized reduced graphene oxide nanosheets. Bull. Mater. Sci., 38(6), 1569–1576, http://dx.doi.org/10.1007/s12034-015-0970-4.

14.     Kumar, D. et al. (2015). A 1 V supercapacitor device with nanostructured graphene oxide/polyaniline composite materials. Bull. Mater. Sci., 38(6), 1507–1517, http://dx.doi.org/10.1007/s12034-015-0966-0.

15.     Hao, Q. et al. (2011). Morphology-controlled fabrication of sulphonated graphene/polyaniline nanocomposites by liquid/liquid interfacial polymerization and investigation of their electrochemical properties. Nanotech. Res., 4, 323–333, http://dx.doi.org/10.1007/s12274-010-0087-4.

16.     Kumaran, R. et al. (2016). Enhanced electromagnetic interference shielding in Au-MWCNT composite nanostructure dispersed PVDF thin films. J. Phy. Chem. C, 20, 13771–13778, http://dx.doi.org/10.1021/acs.jpcc.6b01333.

17.     Shen, B. et al. (2016). Compressible graphene coated polymer foams with ultralow density for adjustable electromagnetic interference (EMI) shielding. ASC App. Mat. Int., 8, 8050–8057, http://dx.doi.org/10.1021/acsami.5b11715


18.     Pawar, S. et al. (2016). Tailored electrical conductivity, electromagnetic shielding and thermal transport in polymeric blends with graphene sheets decorated with nickel nanoparticles. Phys. Chem. Chem. Phys, 17, 14922–14930, http://dx.doi.org/10.1039/C5CP00899A.

19.     Liang, J. et al. (2009). Electromagnetic interference shielding of graphene/epoxy composites. Carbon, 47, 922–925, http://dx.doi.org/10.1016/j.carbon.2008.12.038.

20.     Eswaraiah, V., Sankaranarayanan, V. & Ramaprabhu, S. (2011). Functionalized graphene–PVDF foam composites for EMI shielding. Macromol. Mater. Eng., 296, 894–899.

21.     Modak, P., Kondawar, S. B. & Nandanwar, D. V. (2015). Synthesis and characterization of conducting polyaniline/graphene nanocomposites for electromagnetic interference shielding. Proc. Mater. Sci., 10, 588–594.

22.     Hummers, W. S. & Offeman, R. E. (1958). Preparation of graphitic oxide. J. Am. Chem. Soc., 80, 1339–1341, http://dx.doi.org/10.1021/ja01539a017.

23.     Xie, F., Qi, S. H. & Wu, D. (2016). A facile strategy for the reduction of graphene oxide and its effect on thermal conductivity of epoxy based composites. Exp. Polym. Lett., 10(6), 470–478, http://dx.doi.org/10.3144/expresspolymlett.2016.45.

24.     Singh, A. P. et al. (2012). Phenolic resin-based composite sheets filled with mixtures of reduced graphene oxide, ϒ-Fe2O3 and carbon fibers for excellent electromagnetic interference shielding in the X-band. Carbon, 50, 3868–3875, http://dx.doi.org/10.1016/j.carbon.2012.04.030.

25.     Li, M. et al. (2015). Excellent electrochemical performance of homogenous polypyrrole/graphene composites as electrode material for supercapacitors. J. Mater. Sci. Mater. Electr., 26(1), 485–492, http://dx.doi.org/10.1007/s10854-014-2425-x.

26.     Lim, Y. S. et al. (2013). Preparation and characterization of polypyrrole/graphene nanocomposite films and their electrochemical performance. J. Polym. Res., 20, 156–161, http://dx.doi.org/10.1007/s10965-013-0156-y.

27.     Bose, S. et al. (2011). Electrochemical performance of a graphenepolypyrrole nanocomposite as a supercapacitor electrode. Nanotechnol., 22, 295202–295211, http://dx.doi.org/10.1088/0957-4484/22/29/295202.

28.     Cordero, N. A. & Alonso, J. A. (2007). The interaction of sulphuric acid with graphene and formation of adsorbed crystals. Nanotechnol., 18(48), 485705–4857113, http://dx.doi.org/10.1088/0957-4484/18/48/485705.

29.     Bautista-Flores, C., Sato-Berrú, R. Y. & Mendoza, D. (2015). Doping graphene by chemical treatments using acid and basic substances. J. Mater. Sci. Chem. Eng., 3, 17–21, http://dx.doi.org/10.4236/msce.2015.310003.


30.     Basnayaka, P. A. et al. (2013). Graphene/polypyrrole nanocomposites as electrochemical supercapacitor electrode: Electrochemical impedence studies. Graphene, 2(2), 81–87, http://dx.doi.org/10.4236/graphene.2013.22012.

31.     Yang, Z. et al. (2014). Polypyrrole/graphene oxide composites electrode for high energy density supercapacitors. Adv. Mater. Res., 904, 146–149, http://dx.doi.org/10.4028/www.scientific.net/AMR.904.146.

32.     Pham, H. D. et al. (2012). Synthesis of polypyrrole-reduced grapheme oxide composites by in situ photopolymerization and its application as a supercapacitor electrode. J. Chem. Eng., 29(1), 125–129, http://dx.doi.org/10.1007/s11814-011-0145-y.

33.     Yao, W. & Lu, Y. (2014). Preperation of graphene/Fe3o4/polypyrrole nanocomposite and its adsorption for Cr(VI) ions. Adv. Mater. Res., 905, 61–64, http://dx.doi.org/10.4028/www.scientific.net/AMR.905.61.

34.     Konwer, S. Boruah, R. & Dolui, S. K. (2011). Studies on conducting polypyrrole/graphene oxide composites as supercapacitor electrode. J. Electro. Mater., 40(11), 2248–2252, http://dx.doi.org/10.1007/s11664-011-1749-z.

35.     Whitby, R. L. D. et al. (2011). Morphological effects of single-layer grapheme oxide in the formation of covalently bonded polypyrrole composites using intermediate diisocyanate chemistry. J. Nanopart. Res., 13, 4829–4837, http://dx.doi.org/10.1007/s11051-011-0459-z.

36.     Dubin, S. et al. (2010). A one-step, solvothermal reduction method for producing reduced graphene oxide dispersions in organic solvents. Am. Chem. Soc. Nano., 4(7), 3845–3852, http://dx.doi.org/10.1021/nn100511a.

37.     Patole, A. S. et al. (2012). Self assembled graphene/carbon nanotube/polystyrene hybrid nanocomposite by in situ micromulsion polymerization. Europ. Polym. J., 48, 252–259, http://dx.doi.org/10.1016/j.eurpolymj.2011.11.005.

38.     Harish, C. et al. (2012). Synthesis of polyaniline/graphene nanocomposites and its optical, electrical and electrochemical properties. Adv. Sci. Eng. Med., 5, 140–149, http://dx.doi.org/10.1166/asem.2013.1237.

39.     Chitte, H. K. et al. (2011). Synthesis of polypyrrole using ammonium peroxy disulfate (APS) as oxidant together with some dopants for use in gas sensors. Mater. Sci. Appl., 2, 1491–1498, http://dx.doi.org/10.4236/msa.2011.210201.

40.     Abdulla, H. S. & Abbo, A. I. (2012). Optical and electrical properties of thin films of polyaniline and polypyrrole. Int. J. Electrochemi. Sci., 7, 10666–10678.

41.     Eisazadeh, H. (2007). Studying the characteristics of polypyrrole and its composites. World J. Chem., 2(2), 67–74.


42.     Trang, L. K. H. et al. (2012). Preparation and characterization of graphene composites with conducting polymers. Polym. Int., 61, 93–98, http://dx.doi.org/10.1002/pi.3152.

43.     Yalcınkaya, S. et al. (2010). Electrochemical synthesis and characterization of polypyrrole/chitosan composite on platinum electrode: Its electrochemical and thermal behaviours. Carbohydr. Polym., 79, 908–913, http://dx.doi.org/10.1016/j.carbpol.2009.10.022.

44.     Al-Saleh, M. H. & Sundararaj, U. (2009). Electromagnetic interference shielding mechanisms of CNT/polymer composites. Carbon, 47, 1738–1746, http://dx.doi.org/10.1016/j.carbon.2009.02.030.

45.     Muhammad, F. & Syed, K. (2014). Ku-band EMI Shielding effectiveness and dielectric properties of polyaniline-Y2O3 composites. Polym. Sci. Ser. A, 56(3), 366–372, http://dx.doi.org/10.1134/S0965545X14030055.





Fabrication of Cellulose Aerogel from Sugarcane Bagasse as Drug Delivery Carriers

Suk-Fun Chin,* Fiona Beragai Jimmy and Suh-Cem Pang

Department of Chemistry, Faculty of Resource Science and Technology, Universiti Malaysia Sarawak, 94300, Kota Samarahan, Sarawak, Malaysia

*Corresponding author: sukfunchin@gmail.com

© Penerbit Universiti Sains Malaysia, 2016


Published online: 25 November 2016

To cite this article: Chin, S. F. et al. (2016). Fabrication of cellulose aerogel from sugarcane bagasse as drug delivery carriers. J. Phys. Sci., 27(3), 159-168, http://dx.doi.org/10.21315/jps2016.27.3.10

To link to this article: http://dx.doi.org/10.21315/jps2016.27.3.10



ABSTRACT: Currently most of the aerogel-based drug delivery carriers are made from non-biodegradable materials, such as silica. In this study, highly porous cellulose aerogels with Brunauer-Emmett-Teller (BET) surface areas that varied between 22 m2 g−1 and 525 m2 g−1 were prepared from a sugarcane bagasse cellulose solution of various concentrations. The potential utility of cellulose aerogels as controlled release carriers was evaluated by loading methylene blue (MB) as a model hydrophilic drug. The MB loading capacity and release kinetic profiles of cellulose aerogels were observed to be substantially influenced by their BET surface areas. Under optimum conditions, a maximum loading capacity of 6.4 mg MB mg−1 cellulose aerogel was achieved with sustained release of MB from cellulose aerogels at physiological pH over a period of 23 h.
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1.          INTRODUCTION

In recent years, drug delivery carriers have attracted much attention in the healthcare and pharmaceutical industries because they offer the potential to improve therapeutic efficacy, minimise non-specific side effects, prevent drug degradation and enhance the water solubility of drug molecules.1 Various types of drug delivery systems, such as nanoparticles,2 polymeric micelles,3 carbon nanotubes4 and nanocapsules5 have been extensively studied to achieve optimum drug release kinetics. Aerogels have emerged as promising drug delivery carriers due to their high porosity and high specific surface areas, which can provide enhanced drug bioavailability and increased drug loading capacity.6 Though silica aerogels have been widely studied as drug delivery carriers, they suffered from drawbacks that include brittleness and non-biodegradability.7 Because aerogels are biodegradable, renewable, non-toxic, affordable, have favourable surface functionality and are polysaccharide-based (e.g., starch, alginate, chitosan, pectin, cellulose, etc.) aerogels are more favourable drug delivery carriers.8

Starch and alginate aerogels have been studied as controlled release carriers using paracetamol and ibuprofen as model drugs. The drug loading capacity of these polysaccharide-based aerogels was found to be comparable to silica aerogels.9 In addition to starch and alginate, cellulose is the most abundant polysaccharide on earth and is another promising precursor material for aerogel synthesis. A bacterial cellulose aerogel loaded with dexpanthenol and L-ascorbic acid has been used for wound dressing applications. The loading capacity and release kinetic profiles of drugs were shown to be affected by the thickness of the aerogel and the solute concentration of the bath solution.10 However, aerogels synthesised from bacterial cellulose suffered drawbacks due to shrinking during the drying preparation, which lead to inconsistent pore structures. Recently, Zhao et al.11 have prepared a polyethylenimine (PEI) grafted cellulose aerogel from bamboo as a pH-responsive drug delivery carrier. Their work focused on the surface modification of the cellulose aerogel derived from bamboo.

In this study, cellulose aerogels were prepared from cellulose fibres isolated from sugarcane bagasse (SCB). SCB is an agricultural waste that contains high cellulose fibre (45%–55%) and it is usually burned or used as a low-value product. The utilisation of SCB as a cellulosic source for fabrication of an aerogel-based drug delivery carrier, should result in significant reduction of landfill wastes. Cellulose aerogels with various surface morphology and BET surface areas were prepared by controlling the concentrations of the cellulose solutions. The potential application of these cellulose aerogels as controlled-release drug delivery carriers were investigated using methylene blue (MB) as the model hydrophilic drug. The effects of the surface morphology and BET surface areas of these cellulose aerogels on their loading capacity and drug release profiles were evaluated under physiological conditions.


2.          EXPERIMENTAL

2.1        Materials

Sugarcane bagasse was obtained from a local market (Kuching, Sarawak, Malaysia). The sample was first dried under sunlight until it was completely dried and then cut into small pieces (1 to 3 cm). The cut bagasse was grounded by using a grinding machine (Model: Quest Scientific; power: 1500 W; speed: 25000 rpm) to pass a 1.0 mm size screen of a stainless steel sieve. The grounded bagasse was further dried in an oven for 24 h at 60°C. Sodium hydroxide (NaOH), urea, and sodium sulfite were obtained from Merck (Germany); MB, methanol, and absolute ethanol were obtained from HmbG Chemicals (Germany); thiourea was obtained from Riedel-de Haën (Germany); and sodium chlorite was obtained from J. T. Baker (Sweden). SCB was dried and grinded into powder form. All chemicals were used without further purification. Ultrapure water (~18.2 MΩ cm–1, 25°C) was obtained from a water purifying system (ELGA, Model Ultra Genetic).

2.2        Isolation of Cellulose Fibres

Cellulose fibres were isolated from sugarcane bagasse based using a reported method.12 The dried and ground bagasse was first bleached with 0.7 w/v % sodium chlorite solution (with a fibre to liquor weight ratio of 1:50) at pH 4 that was adjusted by 5 v/v % acetic acid, whereas the mixture was boiled for 5 h to remove the lignin. The residue was subsequently washed with ultrapure water. The neutral residue was then boiled with 250 ml sodium sulfite (5 w/v %) solution for 5 h, followed by washing with adequate ultrapure water to remove the lignin completely and the hemicelluloses partially. The sample was then boiled with 250 ml NaOH (17.5 w/v %) for 5 h to remove the hemicellulose. At the end of the extraction, the insoluble residue (cellulose) was collected through the filtration method and washed thoroughly with ultrapure water until the filtrate was neutral. The sample was kept in a water swollen state during the whole chemical process to avoid generating strong hydrogen bonding among the fibres after the matrix removal.

2.3        Preparation of Cellulose Aerogels

Then, 1% to 5% w/v cellulose solutions were prepared by dissolving cellulose fibres in the aqueous solvent system of sodium hydroxide: thiourea: urea (NTU) (8:6.5:8 w/v %).13 The mixture was then dispersed and homogenised with an Ultra-Turrax Disperser, T10 basic (IKA). The suspensions were cooled to −20°C in a freezer for 24 h, and they became a solid frozen mass and were thawed at room temperature to obtain a clear cellulosic solution. The mixture was then poured into ethanol (1:2 volume ratio of cellulose solution to ethanol) at a rate of 4 ml per min and aged at room temperature until the gels were formed (approximately 4 h). The gels were then washed with ultrapure water to remove any remaining NTU and soaked in acetone for 1 h to remove any remaining water. Cellulose aerogel in powder form was obtained when the cellulose wet gel was dried using a supercritical point dryer (Bal-Tec CPD 030).14

2.4        Sample Characterisation

The surface morphology of the cellulose aerogel was observed using a scanning electron microscope (SEM) (JEOL Model JSM 6390LA). The specific surface areas of the cellulose aerogels were determined using a BET surface area analyser (Quantachrome AutosorbiQ) with the samples degassed at 60°C for 4 h.

2.5        Drug Loading Capacity

A stock solution of MB at 500 mM in ethanol was prepared. Then, 50 mg of cellulose aerogels were immersed in 20 ml of MB solution and equilibrated for 4 h to achieve maximum loading of MB. The swollen cellulose aerogels were recovered by vacuum filtration and dried at room temperature for 24 h. The concentrations of MB were determined by measuring the absorbance of the supernatants at a wavelength of 655 nm with a UV/Vis spectrophotometer (Jasco V-630) based on the calibration curve of MB in ethanol. The loading capacity of MB in cellulose aerogels was calculated based on Equation 1.15
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where Mmb is the initial mass of MB in solution, Msn is the mass of MB in the supernatant and Ma is the mass of the cellulose aerogel. The mass of MB loaded onto the cellulose aerogel was calculated from the difference between the initial concentration of MB in the solution and the concentration of MB in the supernatant.

2.6        Drug Release Kinetic Studies

Fifty milligrams of MB-loaded cellulose aerogels were dispersed in 20 ml of phosphate buffer solution (PBS) (pH 7.4) at 37°C ± 0.5°C. The supernatants of the centrifuged samples were removed and replaced with the same volume of PBS at predetermined time intervals. The molar concentrations of MB released from cellulose aerogels were determined by measuring the absorbance of the supernatants at a wavelength of 655 nm with a UV/Vis spectrophotometer (Jasco V-630) based on the calibration curve of MB in ethanol. The percentage of MB released from the cellulose aerogel at a given time interval in the supernatant was quantified based on Equation 2:15
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where [X]rel and [X]load are the concentrations of MB released and loaded, respectively.

3.          RESULTS AND DISCUSSION

3.1        Effect of Cellulose Concentration

Figure 1(a) shows the morphology of atypical cellulose fibre isolated from SCB after the removal of lignin and hemicelluloses. Figure 1(b)—(f) show SEM micrographs of cellulose aerogels synthesised from the cellulose solutions of various concentrations (1 to 5 w/v %). All cellulose aerogels were observed to be highly porous in nature and consisted of interwoven nanofibre networks. Aerogels formed from the cellulose solution of higher concentration were observed to be comparatively less porous with a more compact nanofibre structure. This observation concurred with the BET surface areas of the samples, as shown in Table 1. In general, aerogels prepared from a cellulose solution of a higher concentration showed lower BET surface area due to their denser nanofibre network structure. Aerogels with the highest specific surface area of 525 m2 g−1 were obtained from a cellulose solution of 1 w/v %, whereas aerogels with the lowest BET surface area of 22 m2 g−1 were obtained from a cellulose solution of 5 w/v %. Cellulose aerogels were produced through regeneration (coagulation) by adding the cellulose solutions into a non-solvent (ethanol) at a fixed rate (4 ml per min). This regeneration process was governed by the nucleation and growth of cellulose molecules during coagulation. Cellulose solution with a higher concentration indicated the presence of higher number of cellulose molecules and therefore increased cellulose/non-solvent molecule interactions that led to the accumulation of cellulose. When the concentration of accumulated cellulose molecules exceeded their limits, solidification occurred, which led to the formation of dense aerogels with little or no porosity.6
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Figure 1:      SEM micrographs of (a) cellulose fibres isolated from SCB and cellulose aerogels produced from (b) 1, (c) 2, (d) 3, (e) 4 and (f) 5 w/v % of SCB cellulose solution.




Table  1:      BET surface area from the resultant cellulose aerogels.



	Cellulose aerogel (w/v %)

	BET surface area (m2 g–1)




	1

	525




	2

	390




	3

	214




	4

	75




	5

	22





3.2        Drug Loading Capacity

As shown in Figure 2, the MB-loading capacity of cellulose aerogel increased with its BET surface area. The highest MB loading capacity of 6.4 mg/mg was achieved for a cellulose aerogel with the highest BET surface area (525 m2 g–1), whereas the lowest MB loading capacity of 0.8 mg/mg was obtained for aerogels with the lowest BET surface area (22 m2 g–1). MB penetrated into cellulose aerogels and was held in the porous matrices of cellulose aerogels via hydrophilic-hydrophilic interactions. Cellulose aerogels with a higher BET surface area could hold more MB molecules within their porous matrices. In contrast, cellulose aerogels with lower surface area had more compact pore structures that limited the penetration of MB molecules and resulted in a lower loading capacity.16
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Figure 2:      Effect of BET surface area of cellulose aerogel (w/v %) on loading capacity of MB onto cellulose aerogels.



3.3        Drug Release Kinetics Profile

The release kinetics profile of MB from cellulose aerogels with various BET surface areas is shown in Figure 3. Cellulose aerogels with the highest specific surface area of 525 m2 g–1 exhibited the highest accumulative percentage of MB at ~98 % during the initial 20 h. In contrast, cellulose aerogels with the lowest specific surface area of 22 m2 g–1 showed a substantially lower cumulative release percentage of 40% only during the initial 20 h. Cellulose aerogels with a higher BET surface area showed faster overall release rates of MB. Cellulose aerogels with the highest BET surface area (525 m2 g–1) exhibited the overall fastest rate of MB release and achieved 100% of MB release within 23 h, which was at a rate of 4.34% per hour. Yet cellulose aerogels with the lowest BET surface area (22 m2 g–1) released 100% of MB within 40 h at 2.5% per hour. In other words, it was two times slower than the cellulose aerogel with a BET surface area of 525 m2 g–1. This release occurred because cellulose aerogels are very hydrophilic. Thus, MB was released from cellulose aerogels through a swelling-controlled mechanism. There were larger contact areas of PBS with aerogel matrices with the highest BET surface areas. As such, PBS could diffuse more readily into cellulose with highly porous structures compared to aerogels with dense and compact structures. A larger contact area of aerogels with PBS solution enabled more swelling of the cellulose to occur through absorption of the PBS solution, which in turn caused more MB drug molecules to diffuse out from the swollen matrices and promoted a faster release rate.17

4.          CONCLUSION

In conclusion, cellulose aerogels with a BET surface area ranging from 22 to 525 m2 g−1 were successfully synthesised from SCB cellulose fibres. The concentration of cellulose was observed to affect the BET surface areas of the resulting cellulose aerogels. The BET surface areas, in turn, had profound impacts on the loading capacity and release kinetics. The loading capacity and release kinetics of the cellulose aerogel could be modulated by tailoring their BET surface areas. Loading of MB onto cellulose aerogels with various BET surface areas afforded a controlled release mechanism with 100% of the MB being released from cellulose aerogels at physiological pH 7.4 over 23 to 40 h. Cellulose aerogels with the largest BET surface areas (525 m2 g−1) resulted in the fastest MB release rates (23 h), whereas cellulose aerogel with the lowest BET surface areas (22 m2 g−1) exhibited the slowest release rate (40 h). In addition, these cellulose aerogels were shown to be promising controlled drug release carriers by exhibiting a high-loading capacity (6.4 mg/mg) and a sustained MB release kinetic profile. The potential utility of cellulose aerogels as efficient and cost-effective drug delivery carriers is therefore a strong possibility.
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